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#### Abstract

Studying classical wave propagation in periodic high contrast photonic and acoustic media naturally leads to the following spectral problem: $-\Delta u=\lambda \varepsilon u$, where $\varepsilon(x)$ (the dielectric constant) is a periodic function that assumes a large value $\varepsilon$ near a periodic graph $\Sigma$ in $\mathbb{R}^{2}$ and is equal to 1 otherwise. High contrast regimes lead to appearence of pseudo-differential operators of the Dirichlet-to-Neumann type on graphs. The paper contains a technique of approximating these pseudo-differential spectral problems by much simpler differential ones that can sometimes be resolved analytically. Numerical experiments show amazing agreement between the spectra of the pseudo-differential and differential problems.
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## 1. Introduction

Photonic crystals are composite materials of periodic structure; they can be viewed as optical analogs of semi-conductors [45,71]. Introduction of these materials promises to bring about revolutionary changes in many areas of technology (lasers, computers, information transmission, etc.). The reader can find the relevant physics surveys in $[10,15,39,44,53,57,58,69,70$ ] and a survey of mathematical issues involved in [50]. Acoustic analogs of photonic crystals are also of significant interest. One of the major topics in photonic crystals theory and its acoustic analog is numeric and analytic study of the spectral structure of such materials. In particular, one of the principal issues is existence of spectral gaps. However, spectral analysis of such complex materials is rather hard [50]. It has been noticed, though, that high contrast thin structures (like thin optically dense dielectric walls surrounding air voids) favor spectral gaps. Although direct

[^0]analysis of such media might seem even more complicated, one hopes that they could be approximately described by models of lower dimension that would be more willing to submit to analysis. Indeed, such approximate models are widely used in theory of mesoscopic systems $[3,16,17,35-37,40,43,68]$ where electron propagation in quantum wire circuits can often be described by simplified one-dimensional models on graphs [1,5,22-24,52,60-64,66]. As it was shown in [6,7,25,27-31,50,51], a somewhat similar spectral behavior can be observed in the photonic crystal situation. Namely, in the case of $2 D$ thin high contrast dielectric structures the electromagnetic waves in a photonic crystal split into two classes: the "air" waves that essentially concentrate in the air and bounce off the dielectric walls, and "dielectric" waves that use the thin dielectric walls as a waveguide for propagation. While the spectral structure of the air waves is rather simple and nice (with wide gaps opening), the dielectric waves lead to much more complex spectra. It was shown in [30] that propagation of these waves can be approximately described by a pseudo-differential operator (Dirichlet to Neumann map) on the graph $\Sigma$ that reflects the geometry of the material. Such representation is simpler, and of lower dimension than the original problem, thus allowing one to conduct a more thorough analysis of spectra. In particular, the possibility of opening spectral gaps was analytically proven in $[27,28]$ using this model. However, due to the pseudo-differential nature of such approximation the corresponding spectrum often can not be found analytically; solution of the problem still requires considerable numerical computations.

It was noticed in [51] (see also [7,50]) that in certain cases one can make one more step of approximation and reduce the pseudo-differential problem to a differential one; the latter can then be studied analytically, or even solved explicitly. In the above mentioned works such a reduction to a differential problem was achieved in the restricted case of a smooth structure (which means in particular that the graph could not have vertices of valence higher than two); more practically interesting cases were not considered. The aim of this paper is to develop a (partially heuristic) technique that enables one to reduce the pseudo-differential problem to a differential one in more general non-trivial situations. As shown in the present paper, some of the resulting differential problems can then be resolved analytically, others require little numerical effort, such as finding roots of a 1-D function (in contrast with the boundary element type approaches required for the pseudo-differential problem). We provide numerical evidence of an amazing agreement between the spectra of the differential models and the spectra of the corresponding pseudo-differential models that they approximate. Such a close agreement confirms that the heuristic steps involved in our derivation do make sense.

We would also like to mention other situations ranging from scattering theory to tomography, to averaging in dynamical systems, to spectral theory, to study of effects related to non simple connectedness of physical systems (like the Aharonov-Bohm effect), where similar differential models on graphs have been used recently [4,5,9, $11-14,20,21,32-34,47,48,54-56,65]$.

The paper is structured as follows. The next section sets up the mathematical model of the problem under investigation. Section 3 contains the main analysis. Here we study the vertex behavior of the eigenmodes of the Dirichlet-to-Neuman operator on a graph
under the assumption of symmetry of all junctions. The discovered behavior is then used in section 4 to prescribe boundary conditions for a differential problem on the graph. Due to space limitations, we treat here only examples of graphs with symmetric triple junctions at the vertices (such as, for instance, the honeycomb structure shown in figure 3). The numerical results are provided showing an extraordinary agreement of spectra and of dispersion curves for the differential and the original pseudo-differential problem. Study of some other interesting geometries, as well as of additional spectral effects are left for a future publication. Sections 4 and 5 are devoted to final remarks and conclusions and to acknowledgements.

## 2. Setting up the model

We will restrict our analysis to the case of 2D photonic crystals and EM waves propagating along the periodicity plane. In this case there are two possible polarizations (see $[42,44]$ ). We will be interested in the one where the electric field $E$ is perpendicular to the plane of periodicity ( $E$-fields). As it was shown in [27,28] (see also [25,50]), this is the only polarization that in the case of high contrast thin structures leads to "dielectric" modes. The wave propagation in this case is described by the following scalar eigenvalue problem in 2D

$$
\begin{equation*}
-\Delta E=\lambda \varepsilon(x) E \tag{1}
\end{equation*}
$$

where $\lambda=(\omega / c)^{2}, \omega$ is the frequency of the wave, $c$ is the speed of light, and $\varepsilon(x)$ is the (periodic) electric permittivity function in the plane.

The dielectric function $\varepsilon(x)$ is assumed to have the following structure. A periodic graph $\Sigma$ on the plane represents the geometry of the material. Namely, a dielectric with a high value of the dielectric constant $\varepsilon$ occupies a neighborhood of width $d \ll 1$ of $\Sigma$, and the rest is filled with the air (dielectric constant 1). In other words, $\varepsilon(x)$ is equal to $\varepsilon \gg 1$ in a $d$-neighborhood of $\Sigma$ and $\varepsilon(x)=1$ otherwise. An example of a crosssection of such 2-D structure is shown in figure 1 ; the dark areas in the picture represent dielectric, while the rest of the structure is filled with air.

The following result was obtained in $[28,30]$ (see also [7,50]). Assume that $d \rightarrow 0$ and $\varepsilon d \rightarrow \infty$. Let us zoom in on the spectrum of the problem (1) by multiplying $\lambda$ by large parameter $\varepsilon d$. After this rescaling, the spectrum of (1) converges to the spectrum of the Helmholtz type problem

$$
\begin{equation*}
-\Delta u=\lambda \delta_{\Sigma} u \tag{2}
\end{equation*}
$$

Here $\delta_{\Sigma}(x)$ is the delta-function supported by the graph $\Sigma$ (i.e., $\left.\langle\delta, \phi\rangle=\int_{\Sigma} \phi(x) \mathrm{d} x\right)$. Equation (2) can be understood as follows: function $u$ is harmonic outside graph $\Sigma$, continuous through $\Sigma$, and the jump of its normal derivatives across $\Sigma$ is proportional (with a factor $\lambda$ ) to the values of $u$ on $\Sigma$. In other words (see details in [30,51]), problem (2) is equivalent to the spectral problem

$$
\begin{equation*}
\Lambda_{\Sigma} u=\lambda u \tag{3}
\end{equation*}
$$



Figure 1. The cross-section of a 2D thin photonic crystallic structure. The dark areas are filled with an optically dense dielectric with the dielectric constant $\varepsilon$, while the white ones represent the air $(\varepsilon=1)$.
where $\Lambda_{\Sigma}$ is the Dirichlet-to-Neumann operator on the graph $\Sigma$. This operator takes a function $u$ on $\Sigma$, uses it as the Dirichlet boundary data for finding a harmonic function in $\mathbb{R}^{2} \backslash \Sigma$, and then produces the jump of the normal derivative of this function across $\Sigma$. One can easily establish [51] that $\Lambda_{\Sigma}$ is a pseudo-differential operator of first order along smooth parts of $\Sigma$, whose full (rather than just the principal) symbol is $2|\xi|$. This fact implies that when $\Sigma$ is smooth, the spectrum of $\Lambda_{\Sigma}$ for large $\lambda$ behaves asymptotically as $2 \sqrt{\lambda_{n}}$, where $\lambda_{n}$ are the eigenvalues of the second derivative operator $\left(-\mathrm{d}^{2} / \mathrm{d} l^{2}\right)$ with respect to the arc length along $\Sigma$. Such an asymptotic spectral behavior allows one to obtain simple and often very good estimates of the spectrum [51]. It also simplifies certain theoretical considerations, since spectra of differential (rather than pseudo-differential) problems on graphs submit much more readily to analysis.

The main observation made above was that a certain power (namely, square) of the Dirichlet-to-Neumann operator $\Lambda_{\Sigma}$ can be approximated nicely (up to a smoothing operator) by a differential operator on $\Sigma$. However, this has been established for the restricted case of smooth $\Sigma$ only. Thus in this paper we consider a more interesting and practically important case of a graph $\Sigma$ that does have vertices, and hence singularities. Our goal is to find differential problems on $\Sigma$ that, under the above assumptions, provide approximations of the spectrum of $\Lambda_{\Sigma}$. Although there is still no complete understanding of this problem yet, we develop an heuristic analysis that for certain geometries results in differential problems yielding amazingly good approximations for spectra in question.

## 3. Differential operators on graphs

Given some periodic graph $\Sigma$ (whose edges will be assumed to be segments of straight lines), we are trying to find a differential operator whose spectrum provides high-frequency asymptotics to the spectrum of the Dirichlet-to-Neumann operator $\Lambda_{\Sigma}$ on $\Sigma$.

A natural candidate is the differential operator

$$
\begin{equation*}
A_{M} u=\frac{\mathrm{d}^{2 M} u}{\mathrm{~d} l^{2 M}} \tag{4}
\end{equation*}
$$

where $l$ is the arc length coordinate along each of the edges of the graph and $M$ is a
natural number. The corresponding spectral problem on each of the graph's edges will be written as

$$
\begin{equation*}
\frac{\mathrm{d}^{2 M}}{\mathrm{~d} l^{2 M}} u(l)=\left(\mathrm{i} \frac{\lambda}{2}\right)^{2 M} u(l) \tag{5}
\end{equation*}
$$

The reason for the way the spectral problem is written is that along the smooth parts of the graph the operator $\Lambda_{\Sigma}$ "behaves like" $2 \sqrt{-\mathrm{d}^{2} / \mathrm{d} l^{2}}$. More precisely, along the edges the sum $\left(\Lambda_{\Sigma} / 2\right)^{2}+\mathrm{d}^{2} / \mathrm{d} l^{2}$ is a smoothing operator [51]. This makes (5) the natural candidate for spectral approximation. However, neither the operator (4), nor the spectral problem (5) are defined until appropriate boundary conditions at the nodes and free ends of the graph $\Sigma$ are provided. These conditions at the vertices of the graph are the object of our investigation. So, our main question can be formulated now as follows:

Can certain boundary conditions be supplied to (5) such that the resulting spectrum asymptotically for large $\lambda$ coincides with the spectrum of $\Lambda_{\Sigma}$ ?

Here is how we approach this problem. We first analyze the vertex behavior of the eigenmodes of the Dirichlet-to-Neumann operator $\Lambda_{\Sigma}$. In particular, we conclude that the derivatives of the eigenmodes at the vertices (when the modes are sufficiently smooth) satisfy some mandatory linear relations. Then these relations are imposed as boundary conditions on (5). We discover, in particular, that in contrast with the smooth case, $M$ is not always equal to 1 . For instance, for the square geometry one needs to use $M=2$. Our analysis is based on a reliable heuristics rather than on rigorous proofs (although it probably could be made rigorous with a significant extra effort). In particular, we cannot show like we did in [51] in the smooth case that the difference $A_{M}-$ $\left(\Lambda_{\Sigma}\right)^{M}$ is a smoothing operator. The problem is that one deals in this case with a singular variety $\Sigma$. However, when the spectra of $A_{M}$ and $\left(\Lambda_{\Sigma}\right)^{M}$ are compared numerically, they show miraculous agreement, which suggests validity of the derived results.

### 3.1. Vertex conditions for Dirichlet-to-Neumann eigenmodes on symmetric star structures

In this section we will study the behavior near the graph's vertices of the eigenmodes of the Dirichlet-to-Neumann operator $\Lambda_{\Sigma}$. We will restrict consideration to the case of symmetric junction of $N$ edges at each vertex only. It is not clear at the moment what can be said about nonsymmetric junctions. Since vertex behavior of eigenmodes should depend on local values of the field only, we will work with a star structure consisting of a single vertex that joins $N$ edges of a finite length. Polar coordinates $(r, \varphi)$ will be used with the origin at the vertex and the polar axis that goes along the bisector of the angle between two adjacent edges. We denote by $\Phi=2 \pi / N$ the angle between two adjacent edges.

The spectral problem for the Dirichlet-to-Neumann operator will be written as

$$
\begin{equation*}
-\Delta V=\lambda \delta_{\Sigma} V \tag{6}
\end{equation*}
$$



Figure 2 . The symmetric $N$-edge star structure $\Sigma$.
where $\delta_{\Sigma}$ is the Dirac's delta-function supported on the symmetric $N$-edge star structure $\Sigma$ :

$$
\delta_{\Sigma}(r, \varphi)=\Theta(R-r) \Theta(r) \sum_{l=0}^{N-1} \delta\left(\varphi-\Phi l+\frac{\Phi}{2}\right), \quad R>1
$$

Here $\Theta(r)$ is the Heaviside function:

$$
\Theta(r)= \begin{cases}0, & r<0 \\ 1, & r \geqslant 0\end{cases}
$$

The cut-off function $\Theta(R-r)$ is utilized to model the finite length $R$ of the edges.
Due to the rotational symmetry of the structure with respect to the cyclic group $\mathbb{Z}_{N}$ of $N$ th roots of the unity, we can look first at solutions that are transformed according to an irreducible representation of this group. There are $N$ series of such eigenmodes:

$$
\begin{equation*}
V_{m}(r, \varphi+\Phi)=V_{m}(r, \varphi) \mathrm{e}^{\mathrm{i} m \Phi}, \quad m=-\left[\frac{N}{2}\right], \ldots,\left[\frac{N}{2}\right] \tag{7}
\end{equation*}
$$

where $[x]$ stands for the integer part of $x$. When $N$ is even, the conditions for $m=$ $-[N / 2]$ and $m=[N / 2]$ are identical.

Due to our choice of polar coordinates, the star structure is mirror symmetric with respect to the polar axis. Therefore, it is sufficient to consider non-negative values $m=$ $0, \ldots,[N / 2]$ only.

For a fixed $m$, symmetry conditions (7) enable us to re-write the problem (3) (or, equivalently, (6)) for the angular domain

$$
\mathcal{A}=\left\{(r, \phi) \left\lvert\,-\frac{\Phi}{2}<\varphi<\frac{\Phi}{2}\right., r>0\right\}
$$

only. Namely, we are looking for a function $V_{m}(r, \varphi)$ harmonic in $\mathcal{A}$ and satisfying the following two conditions (that correspond respectively to the continuity through $\Sigma$ and the jump of its normal derivative condition across $\Sigma$ ):

$$
\begin{align*}
V_{m}\left(r, \frac{\Phi}{2}\right) \mathrm{e}^{-\mathrm{i} m \Phi / 2} & =V_{m}\left(r,-\frac{\Phi}{2}\right) \mathrm{e}^{\mathrm{i} m \Phi / 2},  \tag{8}\\
\mathrm{e}^{-\mathrm{i} m \Phi / 2} \frac{\partial V_{m}}{\partial \varphi}\left(r, \frac{\Phi}{2}\right)-\mathrm{e}^{\mathrm{i} m \Phi / 2} \frac{\partial V_{m}}{\partial \varphi}\left(r,-\frac{\Phi}{2}\right) & =\lambda r \Theta(R-r) V_{m}\left(r, \frac{\Phi}{2}\right) \mathrm{e}^{-\mathrm{i} m \Phi / 2} . \tag{9}
\end{align*}
$$

Notice the appearance of the factor $r$ in the right-hand side of (9), which is due to the relation $\partial / \partial n=r^{-1} \partial / \partial \phi$ between the normal derivative at a point of $\Sigma$ and the derivative with respect to the polar angle $\phi$. Let us denote the joint value of both sides of (8) by $w_{m}(r)$.

It is known that the radial Mellin transform (i.e., the Fourier transform in logarithmic coordinates) is a useful tool when studying the behavior of solutions of elliptic boundary value problems around corner points of the boundary (see, for instance, $[38,46])$. So, let us introduce a new variable $\rho=\ln r$. Denoting $v_{m}(\rho, \varphi)=V_{m}\left(\mathrm{e}^{\rho}, \varphi\right)$, it is straightforward to check that the problem is reformulated as the equation in a strip

$$
\begin{equation*}
-\Delta v_{m}(\rho, \varphi)=0, \quad-\frac{\Phi}{2}<\varphi<\frac{\Phi}{2},-\infty<\rho<\infty \tag{10}
\end{equation*}
$$

where $\Delta$ denotes the Laplace operator in the ( $\rho, \phi$ )-plane, with the boundary conditions

$$
\begin{equation*}
v_{m}\left(\rho, \frac{\Phi}{2}\right) \mathrm{e}^{-\mathrm{i} m \Phi / 2}=v_{m}\left(\rho,-\frac{\Phi}{2}\right) \mathrm{e}^{\mathrm{i} m \Phi / 2}=w_{m}(\rho) \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{i} m \Phi / 2} \frac{\partial v_{m}}{\partial \varphi}\left(\rho, \frac{\Phi}{2}\right)-\mathrm{e}^{\mathrm{i} m \Phi / 2} \frac{\partial v_{m}}{\partial \varphi}\left(\rho,-\frac{\Phi}{2}\right)=\lambda \mathrm{e}^{\rho} \Theta(\ln R-\rho) w_{m}(\rho) . \tag{12}
\end{equation*}
$$

We will be looking for a solution $V_{m}(r, \varphi)$ that is bounded in $\mathcal{A}$ and decays at infinity, for instance, as

$$
\begin{equation*}
V_{m}(r, \varphi)<\frac{C}{1+r^{\gamma}}, \quad \gamma>0, r \rightarrow \infty \tag{13}
\end{equation*}
$$

We are interested in the behavior of this solution at $r=0$. Namely, we want to study the possibility of the Taylor representation

$$
\begin{equation*}
V_{m}\left(r, \frac{\Phi}{2}\right) \mathrm{e}^{-\mathrm{i} m \Phi / 2}=\sum_{k=0}^{l} v_{m, k} r^{k}+\mathrm{O}\left(r^{l+\alpha}\right), \quad r \rightarrow 0, \alpha>0 . \tag{14}
\end{equation*}
$$

If this is possible, we want to know as much as possible about the coefficients

$$
v_{m, k}=\frac{1}{k!} V_{m}^{(k)}\left(0, \frac{\Phi}{2}\right) \mathrm{e}^{-\mathrm{i} m \Phi / 2} .
$$

Specifically, any mandatory linear relations between these coefficients are of interest. We will always assume continuity of the solution at the vertex, so (14) is assumed to hold for $l=0$ with the values $v_{m, 0}$ independent on $m$.

The expansion (14) can be rewritten in terms of $w_{m}(\rho)$ :

$$
\begin{equation*}
w_{m}(\rho)=\sum_{k=0}^{l} v_{m, k} \mathrm{e}^{k \rho}+\mathrm{O}\left(\mathrm{e}^{(l+\alpha) \rho}\right), \quad \rho \rightarrow-\infty, \alpha>0 \tag{15}
\end{equation*}
$$

Let us expand $w_{m}(\rho)$ into two parts supported on two half-axes:

$$
\begin{equation*}
w_{m}(\rho)=(1-\Theta(\rho)) w_{m}(\rho)+\Theta(\rho) w_{m}(\rho)=w_{m, 0}(\rho)+w_{m, 1}(\rho) . \tag{16}
\end{equation*}
$$

I.e.,

$$
\begin{aligned}
& w_{m, 0}(\rho)= \begin{cases}w_{m}(\rho), & \rho<0, \\
0, & \rho \geqslant 0,\end{cases} \\
& w_{m, 1}(\rho)= \begin{cases}0, & \rho<0, \\
w_{m}(\rho), & \rho \geqslant 0 .\end{cases}
\end{aligned}
$$

Taking now the Fourier transform (which amounts to the Mellin transform in the original variable $r$ ) and using (15), we get

$$
\begin{equation*}
\widehat{w}_{m, 0}(\xi)=\frac{\mathrm{i}}{\sqrt{2 \pi}} \sum_{k=0}^{l} \frac{v_{m, k}}{\xi+\mathrm{i} k}+A(\xi) \tag{17}
\end{equation*}
$$

where $A(\xi)$ is analytic for $\operatorname{Im} \xi>-(l+\alpha)$. On the other hand, due to (13) $\widehat{w}_{m, 1}(\xi)$ is analytic in the half-plane $\operatorname{Im} \xi<\gamma$. We therefore conclude that possibility of a Taylor representation (14) boils down to existence of simple poles of the Mellin transform $\widehat{w}_{m, 0}(\xi)$ at the points $-\mathrm{i} k$ for $k=0, \ldots, l$, with the residues equal (up to the constant factor $\mathrm{i} / \sqrt{2 \pi})$ to the radial derivatives of the original function at $r=0$. Existence of higher order poles would therefore indicate that the Taylor expansion breaks down (usually some logarithmic terms appear) and hence one cannot use a differential model that would employ the corresponding derivatives.

We will show now how the problem (10)-(12) leads to a nice algebra of these poles. Consider the Fourier transform $\hat{v}_{m}(\xi, \varphi)$ of the function $v_{m}(\rho, \varphi)$ with respect to $\rho$ (i.e., the Mellin transform of the original function $V_{m}$ ):

$$
\begin{equation*}
\hat{v}_{m}(\xi, \varphi)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} v_{m}(\rho, \varphi) \mathrm{e}^{-\mathrm{i} \rho \xi} \mathrm{~d} \rho . \tag{18}
\end{equation*}
$$

Then equation (10) reduces to

$$
\begin{equation*}
-\xi^{2} \hat{v}_{m}(\xi, \varphi)+\frac{\partial^{2}}{\partial \varphi^{2}} \hat{v}_{m}(\xi, \varphi)=0 \tag{19}
\end{equation*}
$$

with the boundary conditions

$$
\begin{align*}
& \hat{v}_{m}\left(\xi, \frac{\Phi}{2}\right) \mathrm{e}^{-\mathrm{i} m \Phi / 2}=\hat{v}_{m}\left(\xi,-\frac{\Phi}{2}\right) \mathrm{e}^{\mathrm{i} m \Phi / 2}=\widehat{w}_{m}(\xi),  \tag{20}\\
& \mathrm{e}^{-\mathrm{i} m \Phi / 2} \frac{\partial \hat{v}_{m}}{\partial \varphi}\left(\xi, \frac{\Phi}{2}\right)-\mathrm{e}^{\mathrm{i} m \Phi / 2} \frac{\partial \hat{v}_{m}}{\partial \varphi}\left(\xi,-\frac{\Phi}{2}\right) \\
& \quad=\lambda \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} w_{m}(\rho) \Theta(\ln R-\rho) \mathrm{e}^{-\mathrm{i} \rho(\xi+\mathrm{i})} \mathrm{d} \rho \tag{21}
\end{align*}
$$

The solution of the Dirichlet boundary value problem (19)-(20) can be written as

$$
\begin{equation*}
\hat{v}_{m}(\xi, \varphi)=\widehat{w}_{m}(\xi)\left(\cos \left(\frac{m \Phi}{2}\right) \frac{\cosh \xi \varphi}{\cosh (\xi \Phi / 2)}+\mathrm{i} \sin \left(\frac{m \Phi}{2}\right) \frac{\sinh \xi \varphi}{\sinh (\xi \Phi / 2}\right) \tag{22}
\end{equation*}
$$

Substituting this expression into the jump condition (21), we obtain an equation for $\widehat{w}(\xi):$

$$
\begin{equation*}
\widehat{w}_{m}(\xi) \xi \frac{\cos m \Phi-\cosh \xi \Phi}{\sinh \xi \Phi}=\frac{\lambda}{2} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} w_{m}(\rho) \Theta(\ln R-\rho) \mathrm{e}^{-\mathrm{i} \rho(\xi+\mathrm{i})} \mathrm{d} \rho \tag{23}
\end{equation*}
$$

Using (16), this can be re-written as

$$
\begin{equation*}
\widehat{w}_{m, 0}(\xi)=-\widehat{w}_{m, 1}(\xi)+\frac{\lambda}{2} d_{m}(\xi)\left[\widehat{w}_{m, 0}(\xi+\mathrm{i})+\left(w_{m, 1}(\rho) \Theta(\ln R-\rho)\right)(\xi+\mathrm{i})\right] \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{m}(\xi)=\frac{\sinh \xi \Phi}{\xi(\cos m \Phi-\cosh \xi \Phi)}=\frac{\mathrm{i} \sin (2 \mathrm{i} \xi \pi / N)}{2 \xi \sin ((m-\mathrm{i} \xi) \pi / N) \sin ((m+\mathrm{i} \xi) \pi / N)} \tag{25}
\end{equation*}
$$

Let us investigate the poles of $\widehat{w}_{m, 0}(\xi)$ at the points $-\mathrm{i} n, n \in \mathbb{N}$. The equation (24) contains the shift by i in $\widehat{w}_{m, 0}(\xi)$. Therefore, if one is aware of the behavior of $\widehat{w}_{m, 0}(\xi)$ at 0 (and we are), then in order to decide how it behaves at $-\mathrm{i} n$, one needs to investigate the poles and zeros of $d_{m}(\xi)$. The following easily established statement collects the necessary (and even a little bit redundant) information about those.

## Lemma 1.

1. All poles and zeros of $d_{m}(\xi)$ are located on the imaginary axis, and their location is $\mathrm{i} N$-periodic. In particular, one can study zeros and poles on the segment $(0 \mathrm{i},-\mathrm{Ni}]$ only.
2. All possible zeros of $d_{m}(\xi)$ on $(0 \mathrm{i},-N \mathrm{i}]$ are located at the points $\xi=-\mathrm{i} N / 2$ and $\xi=-\mathrm{i} N$.
3. All possible poles of $d_{m}(\xi)$ on $(0 \mathrm{i},-N \mathrm{i}]$ are located at the points $\xi=-\mathrm{i} m$ and $\xi=-\mathrm{i}(N-m)$.
4. All points $\xi \in(0 \mathrm{i},-N \mathrm{i})$ except the ones listed above are regular with values

$$
\frac{\sin n \Phi}{n(\cos m \Phi-\cos n \Phi)} \quad \text { at } \xi=-\mathrm{i} n
$$

5. If $N$ is even and $m=0$, then $d_{m}(\xi)$ has a simple zero at $\xi=-\mathrm{i} N / 2$ and a simple pole with the residue $(-\mathrm{i} / \pi)$ at $\xi=-\mathrm{i} N$. Other points $\xi \in(0 \mathrm{i},-N \mathrm{i})$ are regular with values $n^{-1} \cot (n \pi / N)$ at $\xi=-$ in for any $n \in(0, N), n \neq N / 2$.
6. If $N$ is even and $0<m<N / 2$, then $d_{m}(\xi)$ has a simple zero at $\xi=-\mathrm{i} N / 2$ and simple poles at $\xi=-\mathrm{i} m$ and $\xi=-\mathrm{i}(N-m)$ with the residues $(-\mathrm{i} / m \Phi)=$ $-\mathrm{i} N /(2 \pi m)$ and $(-\mathrm{i} /(N-m) \Phi)=-\mathrm{i} N /(2 \pi(N-m))$, respectively.
7. If $N$ is even and $m=N / 2$, then $d_{m}(\xi)$ has a simple zero at $\xi=-\mathrm{i} N$ and a simple pole with the residue $2 \mathrm{i} / \pi$ at $\xi=-\mathrm{i} N / 2$.
8. If $N$ is odd and $m=0$, then $d_{m}(\xi)$ has a simple pole with the residue $(-\mathrm{i} / \pi)$ at $\xi=-\mathrm{i} N$.
9. If $N$ is odd and $0<m \leqslant[N / 2]$, then $d_{m}(\xi)$ has simple poles at $\xi=-\mathrm{i} m$ and $\xi=-\mathrm{i}(N-m)$ with the residues $(-\mathrm{i} / m \Phi)=-\mathrm{i} N /(2 \pi m)$ and $(-\mathrm{i} /(N-m) \Phi)=$ $-\mathrm{i} N /(2 \pi(N-m))$ respectively and a simple zero at $\xi=-\mathrm{i} N$.

Let us now start drawing some conclusions from (24). The last term in the square brackets in the right hand side of (24) is the Fourier transform of a compactly supported function, and therefore is an entire function of $\xi$. Since we assumed that $V_{m}(r, \varphi)<$ $C /\left(1+r^{\gamma}\right)$ and hence $w_{m}(\rho)<C \mathrm{e}^{-\gamma \rho}$, function $\widehat{w}_{m, 1}(\xi)$ is analytic in the complex half-plane $\operatorname{Im} \xi<\gamma$. Thus, we can write (24) as

$$
\begin{equation*}
\widehat{w}_{m, 0}(\xi)=\frac{\lambda}{2} d(\xi) \widehat{w}_{m, 0}(\xi+\mathrm{i})+d(\xi) f_{0}(\xi)+f_{1}(\xi) \tag{26}
\end{equation*}
$$

where the function $f_{0}(\xi)$ is entire, and $f_{1}(\xi)$ is analytic in the half-plane $\operatorname{Im} \xi<\gamma$. The assumed boundedness of the solution $w_{m}$ and (14) for $l=0$ yield analyticity of $\widehat{w}_{m, 0}(\xi)$ in the half-plane $\operatorname{Im} \xi>-\alpha$, except a pole at the origin:

$$
\begin{equation*}
\widehat{w}_{m, 0}(\xi)=\frac{\mathrm{i} v_{m, 0}}{\sqrt{2 \pi} \xi}+h_{1}(\xi), \quad \operatorname{Im} \xi>-\alpha \tag{27}
\end{equation*}
$$

where $h_{1}(\xi)$ is a function analytic for $\operatorname{Im} \xi>-\alpha$. Now equation (26), used repeatedly, implies analyticity of $\widehat{w}_{m, 0}(\xi)$ in the whole plane except for the points $\xi=-\mathrm{i} n, n=$ $0,1,2, \ldots$, where this function can have poles. These poles, as we have already pointed out before, determine behavior of $w_{m}(r)$ near the origin, which is our current object of interest.

We will now address separately the cases of even and odd values of $N$.

### 3.2. Even $N$

We are interested in the possibility of the expansion (17)

$$
\begin{equation*}
\widehat{w}_{m, 0}(\xi)=\frac{\mathrm{i}}{\sqrt{2 \pi}} \sum_{n=0}^{l} \frac{v_{m, n}}{\xi+\mathrm{i} n}+A(\xi) \tag{28}
\end{equation*}
$$

and if it exists, in its coefficients. Let

$$
\begin{equation*}
\widehat{w}_{m, 0}(-\mathrm{i} n+\eta)=\sum_{j=-\infty}^{\infty} S_{m, n}^{(j)} \frac{1}{\eta^{j}} \tag{29}
\end{equation*}
$$

be the Laurent expansion of $\widehat{w}_{m, 0}(\xi)$ near the point $-\mathrm{i} n$. Assuming (17), we see that for $n \leqslant l$ we must have $S_{m, n}^{(j)}=0$ for $j \geqslant 2$ and $S_{m, n}^{(1)}=\mathrm{i} v_{m, n} / \sqrt{2 \pi}$. So, knowledge of (29) would provide the needed information about (17).

Consider first the case when $m=0$.
According to (27), the highest term in the Laurent expansion near 0 corresponds to a simple pole:

$$
\begin{equation*}
S_{0,0}^{(1)}=\frac{\mathrm{i} v_{0,0}}{\sqrt{2 \pi}} \tag{30}
\end{equation*}
$$

For $n=1, \ldots, N / 2-1$ function $d(\xi)$ has no zeros or poles at the points $\xi=-\mathrm{i} n$, so equation (26) jointly with the lemma tell that

$$
\begin{equation*}
v_{0, n}=\frac{(-\lambda)^{n}}{n!2^{n}}\left(\prod_{j=1}^{n} \cot \frac{\Phi}{2}\right) v_{0,0} \tag{31}
\end{equation*}
$$

When $n$ reaches the value $N / 2$, function $d(\xi)$ has a simple zero, which according to (26) means cancellation of the pole. Hence, $\widehat{w}_{0}(\xi)$ is analytic at $-i N / 2$ and $S_{0, N / 2}^{(1)}=0$. Since according to the lemma $d(\xi)$ does not have any poles for $\xi=-\mathrm{i} n, n=N / 2+1$, $\ldots, N-1$, we conclude that $v_{0, n}=S_{0, n}^{(1)}=0$ for $n \in[N / 2, N)$.

When $n=N$, function $d(\xi)$ has a simple pole, which produces a new singularity

$$
\begin{equation*}
S_{0, N}^{(1)}=\frac{C}{\eta} \tag{32}
\end{equation*}
$$

where the value of the constant $C$ can be found from (24). If $C$ is not equal to zero, the above calculation should be repeated again, and so on, since the trigonometric part of the expression defining $d(\xi)$ is periodic with period $2 N \mathrm{i}$.

Consider now the case when $0<m<N / 2$.
When $m \neq 0$, continuity of the solution at the vertex together with condition (8) imply that

$$
\begin{equation*}
v_{m, 0}=V_{m}\left(0, \frac{\Phi}{2}\right)=V_{m}\left(0,-\frac{\Phi}{2}\right)=0 \tag{33}
\end{equation*}
$$

According to the lemma, this means then that for $n=0, \ldots, m-1$ there are no singularities at $\xi=-\mathrm{i} n$, i.e., $v_{m, n}=S_{m, n}^{(1)}=0$. When $n=m$, a simple pole can arise with a residue $S_{m, m}^{(1)}=\mathrm{i} v_{m, m} / \sqrt{2 \pi}$. This pole then "propagates" while $n<N / 2$ :

$$
\begin{equation*}
v_{m, n}=\frac{(-\lambda)^{n-m}}{(n-m)!2^{n-m}}\left(\prod_{j=m+1}^{n} \frac{\sin j \Phi}{\cos m \Phi-\cos j \Phi}\right) v_{m, m} . \tag{34}
\end{equation*}
$$

When $n$ becomes equal $N / 2$, the singularity gets cancelled by a zero of $d(\xi)$, and $\widehat{w}_{0}(\xi)$ stays analytic for $\xi=-\mathrm{i} n, n=N / 2, \ldots, N-m-1$. At the point $n=N-m$ a simple pole is generated by the pole of $d(\xi)$. It then survives for $n=N-m, \ldots, N-1$, and get canceled by a zero of $d(\xi)$ at $n=N$.

Consider now the last case $m=N / 2$.
As before, since $m \neq 0$, we have $v_{N / 2,0}=0$. Hence, for $n=0, \ldots, N / 2-1$ there are no singularities at $\xi=-\mathrm{i} n$ and thus $v_{N / 2, n}=S_{N / 2, n}^{(1)}=0$. When $n=N / 2$, a simple pole can arise with a residue $v_{N / 2, N / 2}=S_{N / 2, N / 2}^{(1)}$. This pole "propagates" till $n=N$, where it gets cancelled by a zero of $d(\xi)$.

The above consideration shows that all singularities in the case of even $N$ are at most simple poles. Hence, $\widehat{w}_{m, 0}(\xi)$ is a meromorphic function with simple poles at $\xi=-\mathrm{i} n, n=0,1,2, \ldots$, with the residues $S_{m, n}^{(1)}$. Since the fraction $1 /(\xi+\mathrm{i} n)^{j}$ corresponds under the Fourier transform to the function

$$
\begin{cases}\frac{-\mathrm{i}^{j} \sqrt{2 \pi} \rho^{j-1} \mathrm{e}^{n \rho}}{(j-1)!}, & \rho \leqslant 0,  \tag{35}\\ 0, & \rho>0,\end{cases}
$$

$w_{m}(\rho)$ can be represented for $\rho \rightarrow-\infty$ by the asymptotic series

$$
\begin{equation*}
w_{m}(\rho) \sim \sum_{n=0}^{\infty} v_{m, n} \mathrm{e}^{n \rho}, \tag{36}
\end{equation*}
$$

where $v_{m, n}=-\mathrm{i} \sqrt{2 \pi} S_{m, n}^{(1)}$, and, according to (22),

$$
\begin{equation*}
V_{m}(r, \varphi) \sim \sum_{n=0}^{\infty} r^{n}\left(a_{m, n} \cos n \varphi+b_{m, n} \sin n \varphi\right), \tag{37}
\end{equation*}
$$

where $-\Phi / 2<\varphi<\Phi / 2$, and coefficients $a_{m, n}$ and $b_{m, n}$ can be easily expressed in terms of $v_{m, n}$. It is interesting to notice that $a_{m, n}=b_{m, n}=0$ for $n<m$ :

$$
\begin{equation*}
V_{m}(r, \varphi) \sim \sum_{n=m}^{\infty} r^{n}\left(a_{m, n} \cos n \varphi+b_{m, n} \sin n \varphi\right) \tag{38}
\end{equation*}
$$

It follows then from the jump condition (9), that the first term of the expansion (37) can be written on each of $N$ angular domains between the edges of the star structure as a single function, i.e.,

$$
\begin{equation*}
V_{m}(r, \varphi)=r^{m}\left(a_{m, m} \cos m \varphi+b_{m, m} \sin m \varphi\right)+\mathrm{o}\left(r^{m}\right), \quad 0 \leqslant \varphi \leqslant 2 \pi \tag{39}
\end{equation*}
$$

## 3.3. $\operatorname{Odd} N$

Consider first the case when $m=0$. Like before, the highest term in the Laurent expansion of $\widehat{w}_{m, 0}(\xi)$ near 0 corresponds to a simple pole:

$$
\begin{equation*}
S_{0,0}^{(1)}=\frac{\mathrm{i} v_{0,0}}{\sqrt{2 \pi}} \tag{40}
\end{equation*}
$$

For $n=1, \ldots, N-1$ we do not hit either zeros or poles of $d(\xi)$, and hence the simple pole survives at these points with the residue $S_{0, n}^{(1)}=\mathrm{i} v_{0, n} / \sqrt{2 \pi}$,

$$
\begin{equation*}
v_{0, n}=\frac{(-\lambda)^{n}}{n!2^{n}}\left(\prod_{j=1}^{n} \cot \frac{\Phi}{2}\right) v_{0,0} \tag{41}
\end{equation*}
$$

When $n=N$, the pole of $d(\xi)$ introduces a second order pole of $\widehat{w}_{m, 0}(\xi)$ with the coefficient

$$
\begin{equation*}
S_{0, N}^{(2)}=\frac{2 \mathrm{i}}{n \Phi} S_{0, N-1}^{(1)} \tag{42}
\end{equation*}
$$

Generally, coefficient $S_{0, N}^{(1)}$ is not equal to zero; hence, the term $S_{0, N}^{(1)} /(\xi+\mathrm{i} N)$ can also be present in the Laurent expansion of $\widehat{w}_{m, 0}(\xi)$ near $-\mathrm{i} N$.

For larger $n$ this situation will repeat periodically with the period $N$, i.e., each time when $n=k N$ the order of the highest term will increase by one.

Consider now case $0<m \leqslant[N / 2]$.
As it has been already mentioned before, when $m \neq 0$, the coefficients $v_{m, 0}$ are equal to zero. Then, for $n=0, \ldots, m-1$ there are no singularities at $\xi=-\mathrm{i} n$, i.e., $v_{m, n}=S_{m, n}^{(1)}=0$. When $n=m$, a simple pole can arise with a residue $S_{m, m}^{(1)}$. This pole then propagates while $n<N-m$ :

$$
\begin{equation*}
v_{m, n}=\frac{(-\lambda)^{n-m}}{(n-m)!2^{n-m}}\left(\prod_{j=m+1}^{n} \frac{\sin j \Phi}{\cos m \Phi-\cos j \Phi}\right) v_{m, m} \tag{43}
\end{equation*}
$$

When $n$ becomes equal to $N-m$, we obtain a second order pole with

$$
\begin{equation*}
S_{0, N-m}^{(2)}=-\frac{\mathrm{i}}{n \Phi} S_{0, N-m-1}^{(1)} \tag{44}
\end{equation*}
$$

The residue at this point can be also nonzero. This second order pole then propagates while $n<N$ :

$$
\begin{equation*}
S_{0, n}^{(2)}=S_{0, N-m}^{(2)} \prod_{j=N-m+1}^{n} \frac{-(\lambda / 2) \sin j \Phi}{j(\cos m \Phi-\cos j \Phi)}, \quad N-m<n<N . \tag{45}
\end{equation*}
$$

When $n=N$, the order of the highest term increases by one, and this goes on periodically with period $N$.

Formula (35) for the inverse Fourier transforms of poles $1 /(\xi+\mathrm{i} n)^{j}$ leads to the following expansion for $V_{m}(r, \varphi)$ :

$$
\begin{equation*}
V_{m}(r, \varphi)=\sum_{n=m}^{L_{m}} r^{n}\left(a_{m, n} \cos n \varphi+b_{m, n} \sin n \varphi\right)+\mathrm{o}\left(r^{L_{m}}\right) \tag{46}
\end{equation*}
$$

where $L_{m}=N-m-1$ for $m>0$ and $L_{0}=N-1$. Like for even $N$, the first $m-1$ harmonics are absent in the expansion of $V_{m}(r, \varphi)$. The remainder of the expansion (46) contains terms of the form $r^{k} \log ^{l}(r) f_{k, l}(\varphi)$. The minimal number of the terms that are differentiable at the origin is equal to $[N / 2]$; this occurs when $m=[N / 2]$.

### 3.4. Construction of the differential operators on graphs

The above consideration suggests the order of the differential operator (4) and boundary conditions to be used to approximate the high-frequency asymptotics of the Dirichlet-to-Neumann operator $\Lambda_{\Sigma}$ on the graph $\Sigma$.

In order to pose boundary conditions for the differential operator $A_{M}$, we assume that all nodes of the graph are symmetric junctions of $N$ edges. In order to figure out the boundary conditions at the symmetric junctions, we use relations (38) and (46) that describe behavior of the Dirichlet-to-Neumann eigenmodes near the vertex of the $N$ point star structure.

As the above analysis shows, the number of differentiable terms in (38) and (46) for which the coefficients can be determined from (26) (and hence from the spectral problem for $\Lambda_{\Sigma}$ ) for all $m$ such that $|m| \leqslant[N / 2]$ is limited by [ $\left.N / 2\right]$ for both even and odd $N$. Hence, it seems unreasonable to try to impose conditions on derivatives of order higher than $[N / 2]$, since some of the eigenmodes might not possess those. On the other hand, expansions (38) and (46) for certain values of $m$ contain terms with the first [ $N / 2$ ] -1 derivatives equal to zero at the origin. Therefore, conditions on at least [ $N / 2$ ] first derivatives should probably be posed. Since these conditions have to be posed on both ends of the graph edges, the order of the operator should be equal to $2[N / 2]$, i.e., constant $M$ in the definition (4) of the operator $A_{M}$ should be equal [ $N / 2$ ]. This implies in particular that while in the case of a triple junction $(N=3)$ one can try to use a second order differential problem on $\Sigma$, for the square structure ( $N=4$ ) only the fourth order ODEs should be employed. Although we will consider the case $N=4$ in detail in a forthcoming paper, we can mention that numerics does confirm that $M=1$ is unsuitable for $N=4$, while $M=2$ does work.

We define boundary conditions at the nodes as follows. According to the expansions (38) and (46) and condition (7), restriction $u_{m, j}(r)$ of the eigenmode $V_{m}(r, \varphi)$ to the $j$ th edge is equal to

$$
\begin{equation*}
u_{m, j}(r)=w_{m}(r) \mathrm{e}^{-\mathrm{i} m \Phi / 2} \mathrm{e}^{\mathrm{i} j m \Phi}=\mathrm{e}^{\mathrm{i} j m \Phi} \sum_{n=m}^{[N / 2]} v_{m, n} r^{n}+\mathrm{o}\left(r^{[N / 2]}\right) . \tag{47}
\end{equation*}
$$

Hence, one expects the most general form of the solution of the differential equation at the junction to be

$$
\begin{equation*}
u_{j}(r) \sim \sum_{m=-[N / 2]}^{[N / 2]} C_{m} u_{m, j}(r)=\sum_{m=-[N / 2]}^{[N / 2]} C_{m} \mathrm{e}^{\mathrm{i} j m \Phi} \sum_{n=|m|}^{[N / 2]} v_{|m|, r^{r}} . \tag{48}
\end{equation*}
$$

This together with our study of the coefficients $v_{m, n}=-\mathrm{i} \sqrt{2 \pi} S_{m, n}^{(1)}$ leads to some linear relations among the derivatives $v_{j}^{(l)}(0)$. Knowing these, one can attempt for particular geometries to write down and study the corresponding spectral ODE problem on the graph $\Sigma$. Since this becomes kind of technical, we will do it in a separate section below.

## 4. Examples of spectral calculations

In this section we will use the results of the considerations above in order to define and study the appropriate spectral problem for an operator $A_{M}$. We will see, in particular, that this problem must also contain the spectral parameter in the boundary conditions. Then the resulting spectra will be compared with the pseudo-differential ones computed numerically.

### 4.1. Structures with symmetric triple junctions

Consider a structure that has symmetric triple junctions only (i.e., at each vertex three edges meet at the $120^{\circ}$ angles). Then expansion (48) together with formulas (41) and (43) yields the following boundary conditions at a junction:

$$
\begin{equation*}
u_{j}(r)=v_{-1,1} \mathrm{e}^{-\mathrm{i} j \Phi} r+v_{0,0}\left(1-r \frac{\lambda}{2} \cot \frac{\pi}{3}\right)+v_{1,1} \mathrm{e}^{\mathrm{i} j \Phi} r+\mathrm{o}(r) . \tag{49}
\end{equation*}
$$

Describing arbitrary linear behavior along three edges requires six coefficients $v_{m, n}$ ( $m=$ $-1,0,1, n=0,1)$. However, the representation (49) contains three parameters only. Thus, three linear conditions must be satisfied by the values $u_{j}(0)$ and $u_{j}^{\prime}(0)$. It is not hard to see that (49) is equivalent to the following vertex conditions:

$$
\left\{\begin{array}{l}
u_{1}(0)=u_{2}(0)=u_{3}(0),  \tag{50}\\
\sum_{j=1}^{3} \frac{\mathrm{~d} u_{j}}{\mathrm{~d} r}(0)=-\lambda \frac{3 u_{1}(0)}{2} \cot \frac{\pi}{3} .
\end{array}\right.
$$

Indeed, the first set of conditions implies that $v_{j, 0}=0$ for $j \neq 0$. The second means that if one considers the function $\left(\mathrm{d} u_{j} / \mathrm{d} r\right)(0)$ on the group $\mathbb{Z}_{3}$, its Fourier expansion starts with the constant term equal to $-v_{0,0}(\lambda / 2) \cot (\pi / 3)$. This is obviously equivalent to (49). The $r$-derivatives above are computed in the direction from the node towards the middle of the edge.

Let us specify this for certain geometries of $\Sigma$.

### 4.1.1. Honeycomb structure

In this section we calculate the spectrum of the differential problem (5) with boundary conditions (50) for the honeycomb structure (figure 3).

The fundamental cell for this structure is shown in figure 4. Here $L$ denotes the length of each edge.

Since the whole structure is periodic, one needs to use the Floquet-Bloch theory (see, for instance, [2,19,49,50,59] and impose cyclic conditions on the boundaries of the cell with a quasimomentum $k=\left(k_{1}, k_{2}\right)$. This means that the vertical shift by $\sqrt{3} L$ results in multiplication of a function by $\mathrm{e}^{\mathrm{i} k_{1}}$, while the horizontal shift by $3 L$ reduces to multiplication by $\mathrm{e}^{\mathrm{i} k_{2}}$. This is reflected on figure 4, where it is shown that shift "North" by the period is equivalent to multiplication by $\mathrm{e}^{\mathrm{i} k_{1}}$ and shift "East" multiplies by $\mathrm{e}^{\mathrm{i} k_{2}}$. In particular, only four vertices $A, B, C$, and $D$ in the unit cell are required. Then the resulting spectrum $\lambda_{l}(k)$ as a function of $k$ is the so called dispersion relation (or dispersion curve, or band function). It is well known (see the quotes above) that the spectrum in the whole plane coincides with the union over $k$ of these spectra (i.e., with the range of the band function).


Figure 3. Honeycomb structure.


Figure 4. The fundamental cell of the honeycomb structure.

The whole problem on the honeycomb graph $\Sigma$ now reduces to the following system on the union of six edges in the unit cell:

$$
\begin{cases}\frac{\mathrm{d}^{2}}{\mathrm{~d} l^{2}} u(l)=-\left(\frac{\lambda}{2}\right)^{2} u(l) & \text { on each edge, }  \tag{51}\\ u_{1}(0)=u_{2}(0)=u_{3}(0) & \text { at each vertex, } \\ \sum_{j=1}^{3} \frac{\mathrm{~d} u_{j}}{\mathrm{~d} r}(0)=-\lambda \frac{3 u_{1}(0)}{2} \cot \frac{\pi}{3} & \text { at each vertex, } \\ u(x+3 L, y)=\mathrm{e}^{\mathrm{i} k_{2}} u(x, y), & \\ u(x, y+\sqrt{3} L)=\mathrm{e}^{i k_{1}} u(x, y), & \end{cases}
$$

where $x$ is the horizontal and $y$ is the vertical coordinate.
Surprisingly enough, the spectrum of (51) can be explicitly described.
Theorem 2. The dispersion curves $\lambda(k)$ for (51) consist of the constant branches $\lambda_{m}=$ $2 \pi m / L, m \in \mathbb{N}$, and of the graphs of the functions

$$
\begin{equation*}
\lambda_{n}(k)=\frac{2}{L}\left(\pi n+\frac{\pi}{3} \pm \arcsin \sqrt{\frac{1}{4}+\frac{1}{6} \cos k_{2} \pm \frac{1}{6} \sqrt{\left(1+\cos k_{1}\right)\left(1+\cos k_{2}\right)}}\right) \tag{52}
\end{equation*}
$$

where $n \in \mathbb{N}$. In particular, the spectrum of the ODE on the periodic graph $\Sigma$ is the union of segments $[2 \pi n / L,(4 \pi / 3+2 \pi n) / L]$ for $n \in \mathbb{N}$.

Proof. There are six edges inside the unit cell. Solution of the second-order differential equation in (51) on each edge can be represented as

$$
\begin{equation*}
u_{j}(r)=c_{1, j} \cos \left(\frac{\lambda r}{2}\right)+c_{2, j} \sin \left(\frac{\lambda r}{2}\right) \tag{53}
\end{equation*}
$$

Hence, we have twelve unknown coefficients to determine and twelve equations given by conditions (50) at each of the four nodes $A, B, C$, and $D$. Eight of these twelve equations are continuity conditions, while the other four relate derivatives to the values of the solution at the nodes.

Let us notice first the following interesting feature. When the value of the spectral parameter $\lambda$ is equal to $2 \pi n / L, n \in \mathbb{N}$, one can choose all coefficients $c_{1, j}$ to be equal to zero. Then the solution $u_{j}(r)=c_{2, j} \sin (\lambda r / 2)$ vanishes at the nodes (i.e., $\left.u_{i}(0)=u_{i}(L)=0\right)$. Therefore, all eight continuity conditions are satisfied. Since now the function is equal to zero at the nodes, the other four conditions (50) are equivalent to the sum of the derivatives at each node being equal to zero. These four linear equations can always (for any quasimomentum $k$ ) be satisfied by choosing properly six constants $c_{2, i}$, some of which can be chosen not to equal zero. Hence, for $\lambda_{n}=2 \pi n / L$ the problem (51) has a nonzero solution for any quasimomentum $k$. This means that these values of $\lambda$ are eigenvalues of the problem for any $k$. In terms of the dispersion curves this means presence of flat branches on these levels. Their existence is known to correspond to presence of the so called bound states (see, for instance, $[2,49,50,59]$ ),


Figure 5. A compactly supported eigenfunction.
i.e., to existence of square-integrable eigenfunctions of the problem considered on the infinite periodic graph. This is considered to normally be an impossibility for periodic media $[2,19,49,50,59]$. However, as, in particular, our observation shows, differential problems on periodic graphs, due to a nontrivial topology can possess bound states in some resonant situations (see also $[7,50,51]$ ). In our case it is easy to even construct compactly supported eigenfunctions corresponding to the above eigenvalues. Consider, for example, the sinusoidal wave defined by the formula $u_{i}(r)=c_{2, i} \sin (2 \pi r / L)$, where $\left|c_{2, i}\right|=1$ on one of the hexagonal loops of the honeycomb structures and equal to zero on the rest of the infinite graph (figure 5).

This solution vanishes at the nodes of the graph and the sum of the derivatives at each of the nodes is equal to zero. Existence of eigenvalues of differential operators on periodic graphs seems to be a new spectral effect overlooked before in the context of mesoscopic physics.

Let us now consider the bulk of the spectrum. If the spectral parameter $\lambda$ is not equal to $2 \pi m / L$, constants $c_{1, j}$ and $c_{2, j}$ can be expressed (using (53) and continuity condition at the nodes) in terms of the four node values $u(A), u(B), u(C)$, and $u(D)$ (see figure 4). Conditions (50) for the derivatives at these nodes lead to the following homogeneous system of equations:

$$
\left\{\begin{array}{l}
f(\lambda) u(A)+\left(\mathrm{e}^{\mathrm{i} k_{2}}+1\right) u(B)+\mathrm{e}^{-\mathrm{i} k_{1}} u(D)=0  \tag{54}\\
\left(\mathrm{e}^{-\mathrm{i} k_{2}}+1\right) u(A)+f(\lambda) u(B)+u(C)=0 \\
u(B)+f(\lambda) u(C)+\left(\mathrm{e}^{-\mathrm{i} k_{2}}+1\right) u(D)=0 \\
\mathrm{e}^{\mathrm{i} k_{1}} u(A)+\left(\mathrm{e}^{\mathrm{i} k_{2}}+1\right) u(C)+f(\lambda) u(D)=0
\end{array}\right.
$$

where $f(\lambda)=2 \sqrt{3} \sin (\lambda L / 2-\pi / 3)$. The determinant of this system is equal to

$$
\begin{align*}
& \left|\begin{array}{cccc}
f(\lambda) & \mathrm{e}^{\mathrm{i} k_{2}}+1 & 0 & \mathrm{e}^{-\mathrm{i} k_{1}} \\
\mathrm{e}^{-\mathrm{i} k_{2}}+1 & f(\lambda) & 1 & 0 \\
0 & 1 & f(\lambda) & \mathrm{e}^{-\mathrm{i} k_{2}}+1 \\
\mathrm{e}^{\mathrm{i} k_{1}} & 0 & \mathrm{e}^{\mathrm{i} k_{2}}+1 & f(\lambda)
\end{array}\right|  \tag{55}\\
& =f^{4}(\lambda)-2\left(g\left(k_{2}\right)+1\right) f^{2}(\lambda)+g^{2}\left(k_{2}\right)-2 g\left(k_{2}\right) \cos k_{1}+1 \tag{56}
\end{align*}
$$



Figure 6. The spectrum of the differential problem (51) on the honeycomb structure.
where $g(k)=2+2 \cos k$. The system has a nontrivial solution iff its determinant is equal to zero, which leads to

$$
\begin{equation*}
f^{2}(\lambda)=g\left(k_{2}\right)+1 \pm \sqrt{g\left(k_{1}\right) g\left(k_{2}\right)} \tag{57}
\end{equation*}
$$

One can solve this equation for $\lambda$ and obtain analytic expression for the dispersion relation:

$$
\begin{equation*}
\lambda_{n}(k)=\frac{2}{L}\left(\pi n+\frac{\pi}{3} \pm \arcsin \sqrt{\frac{1}{4}+\frac{1}{6} \cos k_{2} \pm \frac{1}{6} \sqrt{\left(1+\cos k_{1}\right)\left(1+\cos k_{2}\right)}}\right) \tag{58}
\end{equation*}
$$

Analyzing (57), one can see that as the quasimomentum $k$ varies over Brillouin zone $[0, \pi] \times[0, \pi]$, function $f^{2}(\lambda)$ covers the interval $[0,9]$, which is equivalent to the spectral parameter $\lambda$ covering intervals $[2 \pi n / L,(4 \pi / 3+2 \pi n) / L]$. Thus the union of these intervals represents the spectrum of the problem. This finishes the proof of the theorem.

The spectrum is shown in figure 6 along with the dispersion relations for $L=$ $1 / \sqrt{3} \cong 0.5773$.


Figure 7. The spectrum of the operator $\Lambda_{\Sigma}$ on the honeycomb structure.
It is interesting to compare this spectrum with the dispersion curves and the spectrum of the pseudodifferential operator $\Lambda_{\Sigma}$ computed numerically by the method of [51] (shown in figure 7).

The two spectra are practically identical starting with the second spectral band (and very close for the first one). This amazing agreement shows validity of our heuristic approach.

We would like to mention the following interesting feature of these two graphs that in spite of their similarity sets them apart. Both of them appear to show the phenomenon of flat bands at the levels $\lambda_{m}=2 \pi m / L$. One can notice, however, that the lower of these bands in the pseudo-differential case look not exactly constant. This is not an accident. Although in the differential case, as we have shown, these bands are exactly flat, and hence correspond to actual bound states, we have conjectured before $[50,51]$ that the spectrum of $\Lambda_{\Sigma}$ is absolutely continuous, so in the pseudo-differential case these bands are not exactly constant. This conjecture was proven in [8]. This means that in the case of $\Lambda_{\Sigma}$ one deals with strong resonances rather than actual bound states.

### 4.1.2. Quasi-octagonal structure

In this section we will compute the spectrum of the following quasi-octagonal structure shown in figure 8 .

The graph $\Sigma$ consists of straight edges and arcs of the same length $L$. Like the previous structure, this one contains only symmetric triple junctions. If all the edges of octagons and squares were straight, the junctions would not be symmetric, so the sides of the "squares" have been made curved in order to preserve the symmetry of the junction. This explains the name we gave to this geometry.

We construct again the ODE spectral problem on $\Sigma$ as follows:

$$
\begin{cases}\frac{\mathrm{d}^{2}}{\mathrm{~d} l^{2}} u(l)=-\left(\frac{\lambda}{2}\right)^{2} u(l) & \text { on each edge }  \tag{59}\\ u_{1}(0)=u_{2}(0)=u_{3}(0) & \text { at each vertex } \\ \sum_{j=1}^{3} \frac{\mathrm{~d} u_{j}}{\mathrm{~d} r}(0)=-\lambda \frac{3 u_{1}(0)}{2} \cot \frac{\pi}{3} & \text { at each vertex. }\end{cases}
$$

The spectrum and dispersion curves for this problem can be studied explicitly.
Theorem 3. The dispersion curves for (59) consist of the flat branches $\lambda_{m}=2 \pi m / L$, $m \in \mathbb{N}$ and of the branches given by the equation

$$
\begin{equation*}
f^{4}(\lambda)-6 f^{2}(\lambda)+4 f(\lambda)\left(\cos k_{1}+\cos k_{2}\right)+1-4 \cos k_{1} \cos k_{2}=0, \tag{60}
\end{equation*}
$$

where $f(\lambda)=2 \sqrt{3} \sin (\lambda L / 2-\pi / 3)$. In particular, the spectrum of (59) is the union of the segments $(2 / L)\left[\pi m, \pi m+\frac{2}{3} \pi\right], m \in \mathbb{N}$.

Proof. Like for the honeycomb structure, modulo the lattice of periods, there are six edges inside each unit cell. We impose, as before, the Floquet-Bloch cyclic conditions on the boundary of the cell with certain quasimomentum $k=\left(k_{1}, k_{2}\right)$. Solution of the second-order differential equation (5) on each edge can be represented by the formula (53). Hence, we have twelve unknown coefficients to determine and twelve equations given by conditions (50) at each of the four nodes $A, B, C$, and $D$. Eight of these twelve equations are continuity conditions, while the other four relate derivatives to the values of the solution at the nodes.


Figure 8. Quasi-octagonal structure.

Exactly like we did this for the honeycomb structure, we establish the presence of the flat branches $\lambda_{m}=2 \pi m / L$. So, one observes bound states again.

If $\lambda$ is not equal to $2 \pi m / L$, constants $c_{1 j i}, c_{2, j}$ in (53) can be expressed using the values at the four nodes. The four conditions on derivatives at the nodes lead to the following homogeneous system of equations:

$$
\left\{\begin{array}{l}
f(\lambda) u(A)+u(B)+u(C) \mathrm{e}^{-\mathrm{i} k_{2}}+u(D)=0  \tag{61}\\
u(A)+f(\lambda) u(B)+u(C)+u(D) \mathrm{e}^{-\mathrm{i} k_{1}}=0 \\
u(A) \mathrm{e}^{\mathrm{i} k_{2}}+u(B)+f(\lambda) u(C)+u(D) \mathrm{e}^{-\mathrm{i}\left(k_{2}-k_{1}\right)}=0 \\
u(A)+\mathrm{e}^{\mathrm{i} k_{1}} u(B)+\mathrm{e}^{\mathrm{i}\left(k_{2}-k_{1}\right)} u(C)+f(\lambda) u(D)=0
\end{array}\right.
$$

where as for the honeycomb geometry before $f(\lambda)=2 \sqrt{3} \sin (\lambda L / 2-\pi / 3)$. The determinant of this system is

$$
\begin{align*}
& \left|\begin{array}{cccc}
f(\lambda) & 1 & \mathrm{e}^{-\mathrm{i} k_{2}} & 1 \\
1 & f(\lambda) & 1 & \mathrm{e}^{-\mathrm{i} k_{1}} \\
\mathrm{e}^{\mathrm{i} k_{2}} & 1 & f(\lambda) & \mathrm{e}^{-\mathrm{i}\left(k_{2}-k_{1}\right)} \\
1 & \mathrm{e}^{\mathrm{i} k_{1}} & \mathrm{e}^{\mathrm{i}\left(k_{2}-k_{1}\right)} & f(\lambda)
\end{array}\right|  \tag{62}\\
& =f^{4}(\lambda)-6 f^{2}(\lambda)+4 f(\lambda)\left(\cos k_{1}+\cos k_{2}\right)+1-4 \cos k_{1} \cos k_{2} \tag{63}
\end{align*}
$$

The determinant is equal to zero iff the values of the polynomial (in $f$ )

$$
\begin{equation*}
y=\frac{1}{4}\left(f^{4}-6 f^{2}+1\right) \tag{64}
\end{equation*}
$$

and of the linear function $Y_{k}$

$$
\begin{equation*}
y=\cos k_{1} \cos k_{2}-f\left(\cos k_{1}+\cos k_{2}\right) \tag{65}
\end{equation*}
$$

coincide at this particular value of $f$. One can readily check that for $k \in[0, \pi] \times$ $[0, \pi]$ the set of lines $Y_{k}$ covers the shaded domain in figure 9 , and the graph of the


Figure 9. The graph of $y=(1 / 4)\left(f^{4}-6 f^{2}+1\right)$ and the area covered by the set of lines $Y_{k}$.
polynomial belongs to this domain, touching its boundary at the points $(-1,-1),(0,1)$, and $(1,-1)$, until it escapes to infinity crossing the lines $y=1 \pm 2 f$.

Hence, solution exists for any $f$ between these "escape" intersections of the graph of $y=\frac{1}{4}\left(f^{4}-6 f^{2}+1\right)$ with the lines $y=1+2 f$ and $y=1-2 f$. These lines correspond to the cases $k_{1}=k_{2}=\pi$ and $k_{1}=k_{2}=0$ respectively. In these cases the equation for $f$

$$
\begin{equation*}
f^{4}-6 f^{2}+4 f\left(\cos k_{1}+\cos k_{2}\right)+1-4 \cos k_{1} \cos k_{2}=0 \tag{66}
\end{equation*}
$$

has the sets of roots $\{3,-1,-1,-1\}$ and $\{-3,1,1,1\}$, correspondingly. Therefore, the escape values of $f$ are $\pm 3$, and hence the spectrum covers intervals defined by the condition $-3 \leqslant f(\lambda) \leqslant 3$ or $\lambda L / 2 \in\left[\pi k, \pi k+\frac{2}{3} \pi\right]$. This finishes the proof.

Figure 10 demonstrates the spectrum of the differential problem for $L=0.418$ along with the numerically computed dispersion relations.

This spectrum closely approximates the numerically computed spectrum of the pseudodifferential operator $\Lambda_{\Sigma}$ (figure 11):


Figure 10. The spectrum of the differential problem on the quasi-octagonal structure.


Figure 11. Disperison relations and the spectrum for $\Lambda_{\Sigma}$ on the quasi-octagonal structure.
Our remark (made with the reference to the honeycomb structure) concerning the difference between presence of bound states (differential problem) and resonances (pseudo-differential problem) and related to the result of [8], applies here too.

## 5. Final remarks and conclusions

In this paper we presented a partly rigorous, partly heuristic procedure for approximating spectra of pseudo-differential operators on graphs that arise in the photonic crystal theory by spectra of much simpler differential problems. The main advantage of considering differential problems is that their spectra are easy to study. In simplest cases it can be done analytically. In contrast, study of the original pseudo-differential problem and of spectra of photonic crystals in general requires not very simple numerics (see, for instance, $[6,18,26]$ ) and usually does not submit easily to analytic investigation.

Spectra of the constructed differential problems show an amazingly good agreement with the spectra of the original pseudodifferential problems. In the smooth case,
i.e., when vertices are absent, the corresponding result was rigorously proven in our previous work [51] (see also [7,50] for surveys). Although the numeric evidence suggests strongly that approach works in a more general case considered here, it is not clear yet how to carry over our rigorous justification of the spectral approximation [51] from the smooth case to the case of a graph.

Due to space limitations, only the case of symmetric triple junction was considered in detail. We plan to address the quadruple junctions and free ends (square structures, crosses, etc.) elsewhere, where we will also consider some other spectral effects.
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