A Numerical Study of Metachronal Propulsion at Low to Intermediate Reynolds Numbers
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Inspired by the forward swimming of long-tailed crustaceans, we study a underwater propulsion mechanism for a swimming body with multiple rigid paddles attached underneath undergoing cycles of power and return strokes with a constant phase-difference between neighboring paddles, a phenomenon known as metachronal propulsion. To study how inter-paddle phase-difference affects flux production, we develop a computational fluid dynamics model and a numerical algorithm based on the immersed boundary method, which allows us to simulate metachronal propulsion at Reynolds numbers (RE) ranging from close to 0 to about 100. Our main finding is that the highest average flux is generated when nearest-neighbor paddles maintain an approximately 20–25% phase-difference with the more posterior paddle leading the cycle; this result is independent of stroke frequency across the full range of RE considered here. We also find that the optimal paddle spacing and the number of paddles depend on RE; we see a qualitative transition in the dynamics of flow generated by metachronal propulsion as RE rises above 80. Roughly speaking, in terms of average flux generation, a tight paddle spacing is preferred when RE is less than 10, but a wider spacing becomes clearly favored when RE is close to or above 100. In terms of efficiency of flux generation, at RE 0.1 the maximum efficiency occurs at 2 paddles, and the efficiency decreases as the number of paddles increases. At RE 100 the efficiency increases as the number of paddles increases, and it appears to saturate by 8 paddles, whereas using 4 paddles is a good tradeoff for both low and intermediate RE.

1. Introduction

Long-tailed crustaceans, including crayfish, krill, prawns and lobsters, swim forward by beating four or five pairs of limbs called swimmerets rhythmically through cycles of power-strokes (PS) and return-strokes (RS) (see Fig. 1) [1,2]. While the two limbs within each bilateral (left–right) pair move in phase relative to each other, nearest-neighbor limbs in each ipsilateral (anterior–posterior) pair move with a metachronal rhythm: movements of the posterior and anterior limbs maintain a nonzero phase-difference. Despite the large variation of stroke frequency, movements of the ipsilateral limbs always maintain an approximately quarter-period phase-difference, independent of the stroke frequency, with the more posterior limbs leading the cycle.¹

It is believed that this back-to-front propagating metachronal wave in limb beating provides a significant fluid dynamics advantage compared to other stroke patterns [3–5]. Using mechanical models based on drag forces, Williams [6] and Alben et al. [7] argued that the metachronal rhythm contributed to a smoother body velocity time course. In addition, Alben et al. examined how inter-limb phase-difference influences average body velocity and predicted that metachronal rhythms led to a slightly higher (less than 10%) average body velocity compared to the in-phase (synchronous) rhythm. However, drag-force-based models cannot distinguish the direction of metachronal waves, i.e., the tail-to-head metachronal rhythm with a 25%-period inter-paddle phase-difference (with the more posterior paddle leading the cycle) cannot be distinguished from the head-to-tail metachronal rhythm.

¹ The cyclic movements of the four or five pairs of limbs in long-tailed crustaceans share roughly the same period, and therefore we define the time it takes for a single limb to complete a full cycle of PS and RS as one period of stroke.
with a 75%-period phase-difference (with the more anterior paddle leading the cycle). Furthermore, drag-force-based models cannot capture fluid-structure interactions between the paddles, the effect of which can be too significant to ignore especially for tightly spaced paddles.

In a recent work [8] by some of the authors of this article, Zhang et al. constructed a two-dimensional fluid dynamics model of crustacean swimming, which consisted of a fixed wall with four rigid paddles attached underneath that moved in various prescribed metachronal rhythms. To mimic the asymmetry between the straight limbs during PS and the curled limbs during RS in crustacean swimming, the authors modeled the limbs as nonporous paddles during PS and porous paddles during RS. The natural variation in swimmer size and stroke frequency leads to Reynolds numbers (RE) ranging from about 10 to 1000, in which both viscous and inertial effects are relevant. Under this setting, they found that, over RE ranging from 50 to 800, the tail-to-head metachronal rhythm with an approximate 25% inter-paddle phase-differences led to a 60% increase in average flux compared to the in-phase rhythm and a 500% increase compared to the head-to-tail metachronal rhythm.

More recently using particle image velocimetry measurements on a robotic model, Ford et al. investigated metachronal paddling in the RE range from 50 to 800 [9]. They found that metachronal paddling produced significantly more vertical movement of fluid compared to in-phase (synchronous) paddling at higher RE. This vertical flow is important for generating lift. Metachronal paddling at low RE have been investigated both theoretically [10] and experimentally [11] by Takagi. Their theory predicts that the direction of locomotion is in the same direction as the metachronal wave, which is consistent with crustacean locomotion at higher RE.

Thus metachronal propulsion is effective for locomotion across a range of scales ranging from the small scale where inertia is negligible to larger scales where vortex interactions are significant. In this work, we use a model similar to Zhang, et al. [8] to simulate numerically metachronal paddling in the RE range of 0.1-100 to span the two different regimes. Unlike the model in [8], the model in this work uses a symmetric power and return stroke; i.e. there is no drag asymmetry in the direction of the stroke. Thus the only asymmetry in the system comes from the phase differences of the metachronal wave of motion of the paddles. We perform a systematic numerical study to investigate the effects of phase-difference, paddle spacing, and the number of paddles on metachronal propulsion over the RE range of 0.1-100.
2. Model Formulation

Our model consists of $n$ rigid, equal length paddles moving with prescribed motion attached to a fixed horizontal wall (mimicking the body) immersed in a two-dimensional fluid. The paddles are indexed $i = 1, \ldots, n$ from left to right. The motion of the $i^{th}$ paddle is prescribed by its angle, $\alpha_i$, formed from the wall (body) to the paddle, and is given by

$$\alpha_i(t) = \bar{\alpha} - A \cos \left( 2\pi \left( \frac{t}{T} + \phi_i \right) \right), \quad (1)$$

where $A = \pi/4$ is the amplitude, $\bar{\alpha} = \pi/2$ is the mean angle, $t$ is the time, $T$ is the period, and $\phi_i$ is the phase of paddle. The paddles are of uniform length, $\ell$, and are equally spaced along with wall, separated by distance $w$ at the base. See Fig. 2 for an illustration of our model.

![Diagram of paddles](image)

**Figure 2.** A schematic diagram of our swimmer model with 4 paddles ($n = 4$).

We note that in this model the motion of a single paddle is symmetric in both time and in the horizontal direction; i.e., PS and RS are exact mirror images of themselves. A single paddle would produce no net motion of the fluid. The only asymmetry in our $n$-paddle swimmer model ($n \geq 2$) arises from the inter-paddle phase-difference $\Delta \phi$ between neighboring paddles.

We consider constant phase differences between neighboring paddles: $\Delta \phi = \phi_{i+1} - \phi_i$ for all $i$, where $-0.5 < \Delta \phi \leq 0.5$. When all paddles beat in-phase (synchronously) $\Delta \phi = 0$, and when adjacent paddles beat in antiphase $\Delta \phi = 0.5$. For other values of $\Delta \phi$ the paddling motion is a metachronal wave. We consider a rightward (in the head-to-tail direction) moving paddle as moving in the positive direction because it moves fluid to the right. For $0 < \Delta \phi < 0.5$, the motion of the paddles is a leftward moving wave of positive paddling, and for $-0.5 < \Delta \phi < 0$, the motion is a rightward moving wave of paddling.

The motion of the paddles drives the motion of the surrounding fluid. The equations that determine the motion of the fluid are the incompressible Navier-Stokes equations:

$$\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{f}, \quad (2)$$

$$\nabla \cdot \mathbf{u} = 0, \quad (3)$$

where $\mathbf{u}$ is the velocity, $p$ is the pressure, $\nu$ is the kinematic viscosity of water, and and $\mathbf{f}$ is the applied force density which arises from the prescribed motion of the paddles.

The domain is taken to be a channel of height 1 (i.e., length is scaled by the channel height) with no slip boundary conditions at the top and bottom and periodic boundary conditions in the horizontal direction. Different length channels are considered in different parts of the results section. The period of the stroke is taken to be 1 (i.e., the time is scaled by the period), and thus the velocity scale of the computation is the channel height divided by the period. The paddle length is taken to be 0.15 times the channel height.
The Reynolds number, $RE$, is defined using the paddle length, $\ell$, as the characteristic length, and the maximum speed of the paddle tip, $U_{max} = 2\pi A\ell/T$, as the characteristic velocity:

$$RE = \frac{2\pi A\ell^2}{\nu T}.$$  \hspace{1cm} (4)

Note that the length and velocity scales for the computation are distinct from those used to define the $RE$.

In this study we explore how the paddle spacing, the inter-paddle phase-difference, and the $RE$ affect the paddling performance, which we quantify by the time average of the flux through the channel. The flux is

$$Q(t) = \int_0^1 u \cdot \hat{x} dy,$$  \hspace{1cm} (5)

where $\hat{x}$ is the unit vector pointing in the horizontal direction. The time-averaged flux is

$$\langle Q \rangle = \int_{t'}^{t'+1} Q(t) dt,$$  \hspace{1cm} (6)

in which the flux is averaged over one period (the period is 1) from some time $t'$ to $t' + 1$. Note that $Q$ (and thus $\langle Q \rangle$) is independent of $x$ because the flow is incompressible.

For details about the numerical method, see Appendix A.

3. Results

3.1. The Effect of Phase-difference on Flux

In our previous work [8], we used a similar model to understand how the phase differences between neighboring limbs affected the average flux generation in a model swimmer with four paddles in the $RE$ range of 50-800. In [8] we showed that an inter-paddle phase-difference around 20-25% produced the highest average flux, independent of $RE$. Here we extend the previous study to lower $RE$ in the range from 0.1 to 100. We use a domain of length 6 (same as that in [8]). There are four equally spaced (by 0.375 or 2.5 times their length) paddles that move with a constant phase difference between adjacent paddles. The fluid starts at rest, and we compute the time-averaged flux over the tenth period.

![Figure 3](image)

**Figure 3.** The effect of inter-paddle phase-difference on average flux at $RE = 0.1, 1, 10,$ and 100 for four paddles with prescribed motion. Each flux is normalized by the maximum flux for that Reynolds number.

The time-averaged flux as a function of the inter-paddle phase-difference is shown in Figure 3 for $RE 0.1, 1, 10,$ and 100. The fluxes are normalized by their maximum value for each $RE$.

These results
show that the peak flux occurs for a 20-25% phase difference between the limbs for all RE. This result agrees with those presented in [8] for higher RE numbers.

Besides examining a different range of RE, there is one notable difference between the model used here and that used in [8]. Here the motion of each paddle is symmetric. There is no difference in the kinematics of the forward and backward stroke. In [8], the paddle was assumed permeable on the backward stroke resulting in a drag asymmetry to account for a difference in the drag on the power and return strokes in crustaceans. As expected, this symmetry results in zero net flux for $\Delta \phi = 0$ and $\Delta \phi = \pm 0.5$, and similarly, the flux is an odd function of the phase differences. Because of the symmetric stroke of each individual paddle, the resulting nonzero fluxes are the result of the phase differences between paddles alone.

### 3.2. The Effect of Paddle Spacing

We now consider how the paddle spacing affects paddling performance for a fixed phase difference at different RE. The phase difference is fixed at 25% (which corresponds to the near peak flux) and the paddling spacing is varied between 0.175 and 0.6. The RE is again varied over the range from 0.1 to 100. The domain length is set to 3 to increase computational efficiency. A limited set of simulations were performed on a longer domain, and the results did not change qualitatively from the shorter domain.

![Figure 4. Average flux as a function of paddle spacing for different RE calculated over the 10th period of stroke.](image)

Fig. 4 shows the average flux, calculated over the 10th period of stroke, as a function of paddle spacing for RE 0.1, 1, 10, and 100. At the lowest RE (at or below 1), the optimal paddling spacing is somewhere between 0.2 and 0.3, and near this optimal value, the flux is not very sensitive to the spacing. At RE 10, the optimal paddle spacing is smaller, the peak flux is larger, and the flux decays monotonically as the paddle spacing increases. At RE 100, tight spacing is no longer favored: the optimal spacing is around 0.4, and the peak flux is much lower than at RE 10. These results suggest three different RE regimes for how spacing affects flux, and in particular, there is a qualitative transition between RE 1 and 100 where tight spacing changes from near optimal to ineffective.

### 3.3. Reynolds Number Transition

To explore the qualitative transition of metachronal propulsion as RE increases, we first take a close look at the flow fields of RE 1, 10, and 100 in the case of paddle spacing 0.2. Fig. 5 shows the trajectories of passive tracers (left panels) from time 8 to 10 (i.e., over the last two periods of stroke in a 10-period-long numerical experiment) for three values of RE, and the right panels show the velocity and vorticity at time 10 near the paddles. See also the corresponding supplemental videos S1, S2, and S3, which show the vorticity and the tracers up to time 40.
At RE 1, the vorticity is localized at the moving paddle tips, and the particle tracks show no signs of large scale vortex structures away from the paddles. In this low Reynolds number regime, inertia is not significant, and as these results show there is not significant vortex interaction. At RE 10 we observe the importance of inertia in the presence of vorticity from the past motions of the paddles; e.g. the region of positive vorticity below the left most paddle that is beginning to move to the right. From the particle traces we see a large scale vortex developing below the paddles. At RE 10, the vortices generated by individual paddles remain close to paddles themselves; i.e. there is no notable vortex shedding. By contrast at RE 100, we observe vortex shedding from the individual paddles, and the interaction of shed vortices significantly changes the flow structure. From the particle paths, we see a counterclockwise-rotating vortex below the second paddle from the left and a bigger clockwise-rotating vortex to the right of the last paddle. Importantly, above the counterclockwise-rotating vortex emerges a strong backward flow, which is counterproductive to the overall rightward-moving flux. This backward flow helps explain why average flux drops sharply as RE increases from 10 to 100 in the case of paddle spacing 0.2 (cf. Fig. 4).

The previous results show that there is a transition in the flow behavior between RE 10 and 100 above which vortex shedding and vortex interactions significantly affect the flow, and the flux shows a different dependence on paddle spacing with wider paddle spacing outperforming tight paddle
spacing. Fig. 6 shows the time-averaged flux as a function of RE for two paddle spacing choices, 0.2 and 0.4, over the 10th, 20th, and 40th period of the stroke. These plots show that a qualitative transition occurs between RE 60 and 100. At the tight spacing at RE 80, the flux remains low for all time. To get a better understanding of what occurs near this transition, we examine the flow fields at RE 80 more thoroughly.

**Figure 7.** Vorticity/velocity plots at the end of the 10th period (top panels), tracer trajectories from time 8 to 10 periods (middle panels), and time-averaged vorticity/velocity plots (bottom panels) in a RE 80 fluid for two different paddle spacing choices: 0.2 (tight) and 0.4 (wide). The time-averaged vorticity/velocity was calculated over the 10th period of stroke.

Fig. 7 shows at RE 80 for both spacings of 0.2 and 0.4 the vorticity and velocity at the end of the 10th period near paddles, particle tracers from the past two periods, and the velocity and vorticity averaged over the 10th period. Supplemental videos S4 and S5 show the vorticity and particle tracers up to time 40.

With the tight spacing, the positive vortex shed at the end of the return stroke of the fourth paddle gets pulled upstream (leftward) as the power stroke of the fourth paddle passes back through this vortex. This leads to a sequence of vortices traveling upstream, and as the tracer paths (Fig. 7 middle row) and time-averaged velocity (Fig. 7 bottom row) show, the result is a leftward moving region of flow below the paddles.

With the wider spacing, we do not see the upstream movement of vortices nor the backward flow. From looking at the time averaged vorticity plot with the larger spacing, we see that in the space between the paddles there are pairs of oppositely signed vortices, or informally the vortices “fit” within the gap between the paddles. This result suggests that when there is vortex shedding, the more favorable wider paddle spacing is related to the size of the shed vortices.

### 3.4. Effect of Paddle Spacing on Longer Timescales

As the results in Fig. 6 show, the flux is far from equilibrated after 10 periods, particularly at the higher Reynolds numbers. Above RE 80 the flux on long timescales is similar between paddle spacing 0.2 and 0.4. Fig. 8 shows the time-averaged flux as a function of paddle spacing for REs 10 and 100.
after 10, 20, 30, and 40 periods. At RE 10, the flux continues to increase in time, but the qualitative
dependence of the flux on paddle spacing does not change in time. At RE 100 (which is above the
transition where vortices are shed), the flux as a function of paddle spacing changes qualitatively in
time. After 40 periods, the peak flux still occurs at paddle spacing 0.4, but the flux at the tight spacing
is not that much lower.

Figure 8. Average flux as a function of paddle spacing at four different times for RE 10 (left) and 100
(right).

To understand how the flow changes over time above the Reynolds number transition, we plot
the trajectories of passive tracers over the last two periods of stroke for numerical experiments that last
10, 20, 30, and 40 periods of stroke at RE 100 in Fig. 9 for both the tight spacing and wide spacing. The
corresponding movies of these cases are shown in supplemental videos S3 and S6. With a tight paddle
spacing of 0.2, the left panels in Fig. 9 show that the counterclockwise-rotating vortex under the second
paddle, along with a strong backward flow above it, is clearly present at the end of the 10th period.
After 20 periods this vortex and the backward flow are much weaker, and a stonger right-moving flow
is present below vortex. On longer time scales the backflow is no longer visible. On the contrary, when
the swimmer utilizes a wider spacing of 0.4, there is no such counterclockwise-rotating vortex but only
the big clockwise-rotating vortex downstream to the paddles that is also seen in the case of paddle
spacing 0.2. Thus on long time scales both the tight spacing 0.2 and the wider spacing 0.4 are effective
at Reynolds numbers beyond the transition.

3.5. The Effect of the Number of Paddles on Paddling Efficiency

This study was inspired by the limb motion of long-tailed crustaceans, such as crayfish, krill,
shrimp, and lobsters, which have four or five pairs of abdominal limbs. Here we investigate how the
number of paddles affects paddling performance. It is not surprising that, generally, increasing the
number of paddles leads to higher average flux and higher energy consumption. However, the flux
and energy consumption may not increase at the same rate which leads to a nontrival dependence of
the efficiency on the number of paddles.

Here we consider the efficiency of metachronal paddling by accounting for the energy usage. The
power supplied to the fluid from the paddles is

\[ J(t) = \int_{\Gamma} F(s, t) \cdot U(s, t) \, ds, \]  

where \( \Gamma \) represents the paddles, \( s \) is a parametric coordinate on the paddles, \( F \) is the force density the
paddles exert on the fluid, and \( U \) is the velocity of the paddles. We compute the efficiency as the ratio
of the time-averaged flux to the time-averaged power:

\[ \mathcal{E} = \frac{\langle Q \rangle}{\langle J \rangle}. \]
We note that this is not a traditional dimensionless measure of efficiency. Rather it has dimensions of distance per unit energy, and it is the same measure of efficiency used in our previous study [8].

In Fig. 10, paddling efficiency is plotted as a function of the number of limbs at RE 0.1 and 100. The computations were run on a domain of length 20 to accommodate the large number of limbs. The paddles were spaced by 0.375, they beat with a 25% phase difference, and the efficiency was computed over the 10th period. As in Section 3.1, the efficiency is normalized by its maximum for each RE. For RE 0.1 the maximum efficiency occurs at 2 paddles, and the efficiency decreases as the number of paddles increases. On the contrary for RE 100, the minimum efficiency occurs at two paddles and the efficiency increases as the number of paddles increases, and it appears to saturate by 8 paddles.
These results indicate small numbers of paddles are more efficient at low RE, and large numbers of paddles are more efficient at high RE. Interestingly with four paddles the system paddles at 85-90% of maximum efficiency at both high and low RE. This point is notable given that many crustaceans, ranging from copepods that paddle at very low RE to krill which paddle at high RE, have 3-5 pairs of limbs [12].

4. Discussion

Long-tailed crustaceans always maintain a 20–25% phase-difference between neighboring abdominal limbs independent of paddling frequency (0.1 to 10 Hz). That is, the time-lag between the movements of neighboring limbs (ipsilaterally) is always dynamically maintained at 20–25% of the stroke period even though the period itself can and do change over time as the swimmer moves forward. This frequency independence of the phase-difference is known as phase constancy in the neuroscience community [2,13]. Our results show that the optimality of the 20–25% phase-difference between neighboring paddles is robust to changes in Reynolds number, and therefore it is robust to changes in the paddling frequency and the swimmer size.

The robustness of the phase-difference across size scales is notable given that many crustaceans from small scales to large scales paddle with the same rhythm. Also notable is that the small copepods that paddle at very low Reynolds to large long-tailed crustaceans that operate at much larger Reynolds numbers generally have three to five limbs. We demonstrated that this number of limbs is near optimal at both low and high Reynolds numbers. As animals develop over the course of their lives, they function at different size scales, and hence Reynolds numbers. For example, in early stage development, Artemia (brine shrimp) larvae only have one pair of limbs, and in the later developmental stages, additional pairs of limbs appear, and the newly formed limbs beat with the existing limbs with a metachronal rhythm [6]. This increase in the number of paddles corresponds to an increase in Reynolds number from about 2 to 40 and is consistent with our numerical results that a higher number of paddles is preferred as Reynolds number increases from close to 0 to 100.

While the optimal phase-difference does not depend on Reynolds number, we found that the optimal spacing between limbs does change with Reynolds number. In particular, our results demonstrate a Reynolds number transition around 80 which is characterized by the presence of vortex shedding and vortex interaction away from the paddles. Our results are consistent with [9] who report very little vortex interaction and very little vertical flow at Reynolds number 50. As discussed in [9] the vertical flow is needed to produce lift, which is likely important for larger animals that are not neutrally buoyant.

Finally, we note that our model paddles were symmetric in their forward and backward stroke. The limb structure of long-tailed crustaceans allow its effective paddle surface area to expand during power stroke to increase propulsion and to shrink by bending at joints during return stroke to reduce drag. In this work, however, we decided not to include this additional asymmetry so that we can focus on the effects of the asymmetry in the phasic movements of limbs. There are other features of crustacean paddling not captured in our model such as difference in the mean angle of the limb or variations in the amplitude. The details of the paddling kinematics clearly affect the flux, and as our results on paddle spacing suggest, the optimal kinematics and arrangement likely depends on the Reynolds number. Nevertheless, we believe that our results on the presence of a Reynolds number transition and the optimum paddling rhythm may be generally applicable to more complex paddling motions.

Appendix A Numerical Method

Appendix A.1 Immersed Boundary Method

We use the immersed boundary method, in which structures are represented in a moving, Lagrangian coordinate system, whereas fluid variables are represented in a fixed, Eulerian coordinate system [14]. The force density $f$ in equation (2) is determined implicitly by the boundary condition on the immersed structures. The immersed structures (paddles and the horizontal wall) are parameterized by an arc length coordinate $s$, and their position is denoted by $X(s, t)$. We use capital letters $U(s, t)$, $F(s, t)$, $X(s, t)$ for the velocity, force density, and position defined in the Lagrangian coordinates, and lowercase letters for fluid variables in the Eulerian coordinates.

The force density $f(x, t)$ in Eq. 2 in Eulerian coordinates is obtained from the force density $F(s, t)$ by

$$f(x, t) = SF = \int_{\text{structure}} F(s, t) \delta(x - X(s, t)) \, ds,$$

(A1)
where $\delta(x)$ is the Dirac delta function. The operator $S$ "spreads" the force density from the immersed boundary in Lagrangian coordinates to the force density on the fluid in Eulerian coordinates. Similarly, the fluid velocity is interpolated to the immersed structure using the adjoint of the spreading operator:

$$U(s, t) = S^* u = \int_{\text{fluid}} u(x, t) \delta(x - X(s, t)) \, dx.$$  \hfill (A2)

Let $U_b(s, t)$ denote the given velocity of the walls and paddles, i.e., the immersed boundary. We require the fluid to match this velocity on the immersed boundary, and we express this as the constraint

$$S^* u(x, t) = U_b(s, t),$$  \hfill (A3)

and we introduce the force density on the immersed boundary, $F(s, t)$, as the force required to enforce this constraint. The force density on the fluid is computed from $F$ using equation (A1). Thus the full systems describing the fluid and boundary conditions is

$$\frac{\partial u}{\partial t} + u \cdot \nabla u = -\nabla p + \nu \Delta u + S F,$$  \hfill (A4)

$$\nabla \cdot u = 0,$$  \hfill (A5)

$$S^* u = U_b.$$  \hfill (A6)

The approach of determining immersed boundary forces in order to enforce prescribed motion of an immersed object has been developed previously; see for example, [15,16] in which different methods are developed for solving the resulting discrete system of equations.

**Appendix A.2 Discretization**

We solve the equations on a doubly periodic domain, and discretize the domain into points equally spaced by $\Delta x$. The differential operators are approximated using a Fourier pseudospectral method. The discrete delta function is expressed as the Cartesian product of two one-dimensional delta functions:

$$\delta(x) = \delta_{\Delta x}(x) \delta_{\Delta x}(y),$$  \hfill (A7)

where

$$\delta_{\Delta x}(x) = \begin{cases} \frac{1}{\Delta x} \left(1 + \cos \left(\frac{\pi x}{\Delta x}\right)\right), & \text{if } |x| < 2\Delta x \\ 0, & \text{otherwise} \end{cases}$$  \hfill (A8)

The discrete space spreading and interpolation operators are

$$f_{ij} = SF = \Delta s \sum_k F_k \delta_{\Delta x} (x_i - X_k) \delta_{\Delta x} (y_j - Y_k),$$  \hfill (A9)

$$U_k = S^* u = \Delta x^2 \sum_{i,j} u_{ij} \delta_{\Delta x} (x_i - X_k) \delta_{\Delta x} (y_j - Y_k).$$  \hfill (A10)

For the time discretization we use and IMEX scheme in which the nonlinear convection terms are treated explicitly in time, while the terms corresponding to the viscous force and structure force are implicitly in time. The implicit discretization is based on BDF2. This scheme was analyzed in detail in [17] (where it is named SBDF). The discretized system is

$$\frac{3u^{n+1} - 4u^n + u^{n-1}}{2\Delta t} + 2u^n \cdot G u^n - u^{n-1} \cdot G u^{n-1} = -Gp^{n+1} + \nu Lu^{n+1} + SF^{n+1},$$  \hfill (A11)

$$Du^{n+1} = 0,$$  \hfill (A12)

$$S^* u^{n+1} = U_b^{n+1},$$  \hfill (A13)
where $G$, $D$, $L$ represent the discrete gradient, divergence, and Laplacian operators, respectively. We solve simultaneously for the the velocity, pressure, and force density on the structure at each time step. Because the nonlinear terms are treated explicitly, the resulting system of equations is linear. In block matrix form, the system is

$$
\begin{bmatrix}
A & G & -S \\
D & 0 & 0 \\
S^* & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u^{n+1} \\
p \\
F
\end{bmatrix} =
\begin{bmatrix}
g \\
0 \\
U_p^{n+1}
\end{bmatrix}
$$

(A14)

where the operator $A$ is defined as,

$$A = \frac{3}{2\Delta t} I - \nu L,$$

(A15)

and the known terms on the right hand side are

$$g = -2u^n \cdot Gu^n + u^{n-1} \cdot Gu^{n-1} - \frac{4u^n + u^{n-1}}{2\Delta t}.$$

(A16)

As in [18,19], we use a Schur complement to solve first for the unknown force density which satisfies

$$S^* L^{-1} F = U_p^{n+1} - S^* L^{-1} g,$$

(A17)

where we define $L^{-1}$ as the operator which maps the force density to the velocity field. Specifically, suppose $u$ and $p$ solve the system

$$Au + Gp = f$$

$$Du = 0,$$

(A18)

(A19)

then we write

$$u = L^{-1} f.$$

(A20)

Equation (A17) has far fewer unknowns that the full system from equation (A14), but the matrix representation of the operator is $S^* L^{-1} S$ is dense. However this operator can be efficiently applied by first spreading the force to the Eulerian grid, solving the fluid equations with this force, and interpolating the result back to the boundary. Thus, finding the forces by approximately solving (A17) is well suited for Krylov methods, but doing this efficiently requires an effective preconditioner.

We employed two different preconditioners, one which approximates $L^{-1}$ as the identity operator, and the other which explicitly forms and factors $S^* L^{-1} S$ at different time points throughout the paddling cycle. The first approach involves solving a system involving the sparse matrix $S^* S$ with each application of the preconditioner. In the second approach we exploit that the paddle motion is periodic in time, and that the operator in equation (A17) only depends on the paddle position. We explicitly form the matrix $S^* L^{-1} S$ at $N_{pc}$ equally spaced time (generally we used $N_{pc} = 16$) in the period by repeated application of the operators. After forming the matrix, we compute its Cholesky factorization. This work is done as preprocess work before running a simulation. During the simulation, the preconditioner involves linearly interpolating the Cholesky factor from the two nearest time points where it was computed.

Appendix A.3 Numerical parameters

For all simulations presented, 256 grid points were used in the vertical direction ($\Delta x = 1/256$), and at least 3200 time steps were used per period ($\Delta t = 3.125 \times 10^{-4}$). The tolerance for the conjugate gradient method for solving equation (A17) was set to $10^{-3}$.

We performed refinement studies to estimate how the accuracy of our results depend on discretization parameters and tolerances. The largest errors occur at high Reynolds number when the paddles are spaced close together, and so we report difference for Reynolds number 100 with paddle
spacing 0.175 after five periods. By reducing both the temporal and spatial discretization by a factor of 2, the time-averaged flux changed by about 3.6%. The time step was selected to be near the stability limit (found from experimentation) at the high Reynolds numbers. Refining the time step alone by a factor of 2 resulted in a change in time-averaged flux less than 1%. We reduced the conjugate gradient tolerance by a factor of 100 and observed a change in the flux of around 0.003%.