Asymptotic Methods
Algebraic equations
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Finally, it is possible to have dominant balance between the first and third terms? If that were the case, then $\epsilon x^{3}+1 \sim 0$ or $x=\mathcal{O}\left(\epsilon^{-1 / 3}\right)$. But then the second term would actually be bigger than the other two, not smaller.
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Since $x_{1}=o(1)$, then $2 \epsilon x_{1} \ll \epsilon$ and $\epsilon x_{1}^{2} \ll \epsilon$, therefore the only two terms that can balance give $0=x_{1}^{2}-\epsilon$, or $x_{1}= \pm \epsilon^{1 / 2}$. Notice here $\epsilon$ must be positive to have any solutions at all.
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$$

There are three cases for dominant balance to consider:
Case I: $\ln x-x \sim 0$. Here, there is no solution at all! Even if there were, then $x=\mathcal{O}(1)$ which would mean that the $\ln \epsilon$ term is dominant instead.

Case II: $\ln x \sim \ln \epsilon$. Then $x \sim \epsilon$, which is allowed by dominant balance since the $-x$ term is smaller than the other two. In fact, a whole series $x=\epsilon+a_{2} \epsilon^{2}+a_{3} \epsilon^{3}+\ldots$ can be developed. Inserting into the equation and (Taylor) expanding the logarithm,

$$
\ln \epsilon+\epsilon a_{2}-2 \epsilon^{2} a_{3}+\ldots-\left(\epsilon+a_{2} \epsilon^{2}+a_{3} \epsilon^{3}+\ldots\right)=\ln \epsilon
$$

so that, for example, $\epsilon a_{2}=\epsilon$ or $a_{2}=1$.

## Transcendental equation example, cont.

Case III: $x \sim \ln (1 / \epsilon)$, which also works for dominant balance. Inserting $x=\ln (1 / \epsilon)+x_{1}$ with $x_{1}=o(\ln (1 / \epsilon))$,

$$
0 \sim \ln \left(\ln (1 / \epsilon)+x_{1}\right)-x_{1} \sim \ln \ln (1 / \epsilon)-x_{1},
$$

so that $x_{1}=\ln \ln (1 / \epsilon)$. $\ln$ serting $x=\ln (1 / \epsilon)+\ln \ln (1 / \epsilon)+x_{2}$ produces

$$
0 \sim \frac{\ln \ln (1 / \epsilon)}{\ln (1 / \epsilon)}-x_{2} .
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so that $x_{1}=\ln \ln (1 / \epsilon)$. Inserting $x=\ln (1 / \epsilon)+\ln \ln (1 / \epsilon)+x_{2}$ produces

$$
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Thus we have $x=\ln (1 / \epsilon)+\ln \ln (1 / \epsilon)+\frac{\ln \ln (1 / \epsilon)}{\ln (1 / \epsilon)}+\ldots$.
Remark: another way to generate an expansion is by the (contractive) mapping

$$
x_{n+1}=\ln x_{n}+\ln (1 / \epsilon),
$$

which generates the same sequence of approximations.

