## Asymptotic Methods

Higher dimensional and moving internal layers

## Moving internal layers
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$$
\epsilon u_{t}-x_{0}^{\prime}(t) u_{z}+J(u)_{z}=u_{z z}
$$

The leading order problem is obtained by ignoring the $\epsilon$ term, integrates to

$$
-x_{0}^{\prime}(t) u_{0}+J\left(u_{0}\right)=u_{0 z}+C
$$

Matching gives $\lim _{z \rightarrow \infty} u_{0}(z)=u_{ \pm}$so

$$
-x_{0}^{\prime}(t) u_{-}+J\left(u_{-}\right)=C=-x_{0}^{\prime}(t) u_{+}+J\left(u_{+}\right)
$$

or

$$
x_{0}^{\prime}(t)=\frac{J\left(u_{+}\right)-J\left(u_{-}\right)}{u_{+}-u_{-}}, \quad \text { (Rankine-Hugoniot condition) }
$$
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Finally, for a function $u(x)=u(r, s)$,
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The outer solution away from the boundary is simply $V=0$. The inner uses fitted coordinates and solves

$$
\epsilon\left[V_{r r}-\frac{\kappa V_{r}}{1-\kappa r}+\frac{1}{1-\kappa r}\left(\frac{V_{s}}{1-\kappa r}\right)_{s}\right]-V=0, \quad V(r=0, s)=u_{b}(s)
$$

## Diffusion layer,cont.
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\begin{array}{r}
V_{z z}-\kappa \epsilon^{1 / 2} V_{z}-V=\mathcal{O}(\epsilon) . \text { Expand } V=V_{0}+\epsilon^{1 / 2} V_{1}+\ldots \text { so } \\
V_{0 z z}-V_{0}=0, \quad V_{0}(0, s)=u_{b}, \quad V_{0}(\infty, s)=0 .
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whose solution is $V_{1}=u_{b} \kappa z e^{-z} / 2$.
It follows that $U \sim\left(u_{b} / \sigma\right)\left[e^{-x / \epsilon^{1 / 2}}+(\kappa r / 2) e^{-r / \epsilon^{1 / 2}}\right]$, whose inverse Laplace transform is

$$
u(x, t) \sim u_{b}(1+\kappa(s) r / 2) \operatorname{erfc}(r /(2 \sqrt{D t}))
$$
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The Fredholm alternative says that

$$
\int_{-\infty}^{\infty}\left(u_{0 z} r_{t}+\kappa u_{0 z}\right) u_{0 z} d z=0
$$

so that inward normal velocity is $r_{t}=-\kappa$.

