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Abstract

This paper discusses localized equilibria which arise in copolymer-solvent mixtures. A free
boundary problem associated with the sharp-interface limit of a density functional model is used
to identify both lamellar and concentric domain patterns composed of a finite number of layers.
Stability of these morphologies is studied through explicit linearization of the free boundary
evolution.

For the multilayered lamellar configuration, transverse instability is observed for sufficiently
small dimensionless interfacial energies. Additionally, a crossover between small and large wave-
length instabilities is observed depending on whether solvent-polymer or monomer-monomer
interfacial energy is dominant.

Concentric domain patterns resembling multilayered micelles and vesicles exhibit bifurcations
wherein they only exist for sufficiently small dimensionless interfacial energies. The bifurcation
of large radii vesicle solutions is studied analytically, and a crossover from a supercritical case
with only one solution branch to a subcritical case with two is observed. Linearized stability of
these configurations shows that azimuthal perturbation may lead to instabilities as interfacial
energy is decreased.

Introduction

Block copolymers are molecularly bonded mixtures of two or more distinct polymer species, which
may exhibit microphase segregation, wherein small domains of heterogeneous composition form.
In the presence of a partially immiscible third phase, the mixture may also undergo macrophase
segregation. The combined effect of both types of phase segregation leads to a wide variety of
morphologies [1, 2, 3, 4, 5, 6].

Many of the basic patterns which form in these systems can be described as equilibria composed
of alternating layers of polymer composition, surrounded by a solvent phase [7, 8, 3, 6]. In this paper,
we study three morphological classes, shown in figure 1. The first of these are flat structures with
many layers, referred to here as lamellar multilayers. These can be regarded as the multidimensional
extension of one dimensional equilibria. In addition, there are two concentric equilibria types, which
in analogy to amphiphilic chemical systems will be referred to as micelles and vesicles. The latter
type has a solvent core, whereas the former does not.

This paper studies a dynamic free boundary problem which arises as the sharp interface limit
of a density functional model. Density functional approaches have a long history in modelling
heterogeneous polymer mixtures (e.g. [9, 10, 11]), and are a natural extension of the Cahn-Hilliard
theory of phase separation [12]. The particular formulation we begin with was considered by Ohta

*Corresponding Author: Department of Mathematics, University of Arizona, Tucson AZ 85721 USA, Email:
kglasner@math.arizona.edu
TDepartment of Mathematics, Duke University, Durham NC 27704 USA, Email: sorizaga@math.duke.edu



S |A[B|A| S @BAS B| S

Lamellar Micelle

: Vesicle
multilayer

Figure 1: The three types of configurations studied in this paper. The number of alternating
polymer domains N can be any integer > 2.

and Ito [3]. The corresponding free boundary problem may be regarded as an extension of both
the classic Mullins-Sekerka problem (e.g.[13]) and the two-phase free boundary evolution for block
copolymers formulated by Nishiura and Ohnishi [14].

Localized multilayered block copolymer morphologies have been actively studied in recent years
[15, 16, 17, 18, 19, 20]. Ohta and Nonomura [17] performed numerical studies of the density func-
tional model used here and computed approximations to free energies of flat and concentric equilib-
ria. Lamellar equilibria in a sharp interface model of copolymer-homopolymer blends were studied
by van Gennip and Peletier [19, 20]. They rigorously establish the existence of mass-conserving
energy minimizers and study stability through the second variation of the energy functional.

Concentric equilibria in block copolymer mixtures have also been studied previously. Ren and
Wei [16] rigorously established the existence of radially symmetric patterns in a two phase model.
More recently, Avalos et al. [21] studied a density functional model similar to the one discussed
here. They numerically compute a variety of equilibria, including concentric micelle-type patterns.
In addition, they compare their results to experimental observations of similar structures (e.g. [22]).

The starting point for our analysis is a dynamic free boundary problem which represents a
singular limit of a density functional model. Some aspects of this model and its derivation are
discussed in section 1. In section 2, the equilibrium lamellar multilayer morphology is studied.
Analytic evidence is presented for large wavelength transverse instabilities. Stability with respect
to arbitrary wavenumber perturbations is also studied by formulating a finite dimensional eigenvalue
problem. Concentric equilibria are discussed in section 3. A hybrid analytical-numerical shooting
method is used to compute equilibria and locate their bifurcations. For the micelle case, two solution
branches merge in a fold bifurcation, whereas in the vesicle case the branch of large radii solutions
can be analytically shown to emerge from lamellar multilayer equilibria. Azimuthal stability of
concentric equilibria is studied by formulating an eigenvalue problem analogous to the lamellar
case.

1 Density functional models and their sharp interface limit

Density functional models for block copolymer mixtures construct a free energy as a function of
composition variables, here ¢4, ¢, and ¢g, corresponding to copolymer constituents A and B, and
a solvent phase S. One of these variables can be eliminated by invoking the standard assumption
of incompressibility ¢4 + ¢p + ¢ = 1, which leads to a convenient reformulation [17] employing
the variables

= (1-f)pa— fop, ¥=foa+(1—[)op. (1)



The parameter f € (0,1) is the fraction of A-monomer relative to the total polymer volume. It is
assumed that these are finite, and it follows that

/RdQ)dx:O. 2)

The resulting free energy functional can be written (in suitable dimensionless variables)

F= [ Lw v+ Svep + £ vuPdr + O‘/ G(z, 7)) (2)®(z') da dz’. (3)
Rd € 2 2 2 R4 JRA

The nonlocal term has an interaction kernel G(), which is taken to be the Laplacian Green’s function

here. The potential W (®, V) has minima at (®,¥) = (0,0), corresponding to pure solvent, and

(@, V)= (1-f,f)and (—f,1— f), corresponding to pure A or B monomer, respectively. Dynamics

are built from the assumption that diffusion is driven by gradients of the generalized chemical

potentials p = §F/0®,v = §F /0¥, leading to

€ = Ap— ea®, p=—-Ad+ We(P, ) (4)
Wy = Av, v=—AV + Wy (P,U). (5)

While more general diffusive dynamics are possible, our primary interest is in linear stability, which
is a function of energy and not kinetics.

1.1 Free boundary problem

The singular limit ¢ —+ 0 may be obtained by matched asymptotic expansions in the usual way
(e.g. [13, 14, 23]). Some details are provided in the appendix for completeness. The result is a
free boundary problem which describes the evolution of interfaces between three (open) domains
04,05, Qg, which correspond to the three minima of W, (®g, ¥y) = (0,0), (1—f, f) and (—f,1—f),
respectively. By virtue of (2), these subregions satisfy
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The normal interface velocities V;, are prescribed by the system

(6)

0, x € Qg
Av={1—Ff x€Qy (7)
-1, x €p
Aw=0, z€QsUQ4UQp, (8)
v[@o]T +w Vot = —kopy, €O pq€{A B,S}, (9)
o] T =0=[w]’, (10)
Vo = —[00/0n]T [ [®0] = = — [0w/dn] T / [¥o] . (11)

The notation []Jj refers to the jump of values across the interface. By convention, the normal to the
interface will be oriented in the arbitrarily prescribed + direction, so that the interface curvature
K is positive if the phase corresponding to — is locally convex. In some cases, [\IJO]J_r = 0, and the
last equality in (11) is replaced with [w/dn]T = 0.

The field variables v and w are the sharp interface, nondimensional versions of chemical poten-
tials p and v defined in (4-5). As in the classical Cahn-Hilliard theory, the interface motion (11)



arises from a discontinuity of diffusive fluxes which derive from gradients of chemical potentials.
Notice that there are two expressions for interface velocity, which seems to make the system over-
determined. On the other hand, the curvature boundary condition (9) and the continuity boundary
conditions (10) are not linearly independent. As a consequence, there is an extra degree of freedom
in solving the elliptic equations (7) and (8) which is removed by the self-consistency of the two
velocity expressions in (11).
The system (7-11) has been written in dimensionless variables. The nondimensional surface
energy parameters
Opg = quzx_S/Qal/Q, p,q € {A, B, S}, (12)

o0

will play a significant role in both bifurcation and stability. Here ¥,, refers to the dimensional
surface energy of the €2,-€), interface, and v, is a prescribed characteristic chemical potential. We
shall later impose far field conditions which specify v.

In addition to the free boundary equations above, one expects a Herring-type formula at three
phase junctions [23]. The configurations we study have no such interface junctions, however, and
these conditions may be ignored.

1.2 Far field conditions

The primary interest of this paper is the study of localized configurations which are in equilibrium
with their environment, which is taken to be a homogeneous mixture of solvent and polymer. In
the continuum equations, these lead to

lim =0, lim v=ery. (13)

|z|—o00 |z|—o00

The first encodes the fact that far from the localized domains of interest, there is a perfectly
homogeneous mixture and no preponderance of A or B phases. The second condition provides an
ambient chemical potential, equivalent to specifying the dilute volume fraction of polymer in the
far field.

The dynamic free boundary problem (7-11) does not capture the diffusive behavior of either
® or U far away. As explained in the appendix, there is necessarily a slowly varying “diffusion”
layer using the stretched coordinate X = el/2g, valid for X > e Y/2. Our interest here, however,
is studying the stability of domain structures subject only to localized perturbations. This allows
us to ignore dynamics in the diffusion layer, and use the effective far field conditions

Vo=0@r""%=Vw, |z oo, (14)

which prevents flux to and from infinity (see also the discussion in section 4). For the equilibrium
problem, on the other hand, there is no diffusion layer for v, and the scaled free boundary problem
satisfies
lim w=1. (15)
|z|—o00
For the lamellar structures considered in section (2), the limits in (14,15) only pertain to the first
independent variable (i.e. = rather than y or z).

1.3 Volume conservation and energy dissipation

The free boundary problem (7-11) has two useful properties which provide some intuition about
the interface evolution. The first is that volume |24 U Qp| of the polymer domains is conserved



provided (14) is invoked. This is seen by first noting that (6) implies

/ Uodr = (f2+(1—f)2>\QAUQB|. (16)
Rd
Then conservation of the integral of ¥ follows by
d
A T - /[%ﬁvn do = /[aw/an]+ dz =0, (17)
dt Jpa I I

where I refers to the collection of all interfaces. The final equality is a result of cancellation on
shared interfaces, as well as the divergence theorem applied to the far field region.

The sharp interface version of energy (3) can written as the sum E = E, + E,, where E, is the
energy of polymer stretching

1 2 :
E, = 3 /Rd |Vul*de, Au= d, mh_}nolou =0, (18)
and FEj is the total surface energy
by = Z Tpg|O82pg . (19)

p,q€{A,B,S}

One may regard F = E(Q4,Qp) as a functional over a class of admissible states, which may be
characterized as a pair of bounded, open domains 24 g C R" with smooth boundaries which satisfy
the volume fraction constraint |Q4|/|Qp| = f/(1 — f). For lamellar configurations, Q4 p should
instead be regarded as subsets of a semi-infinite domain with cylindrical topology, i.e. a domain
which is periodic in the longitudinal direction so that energy is finite.

It can be shown that the total energy is dissipated under the dynamics given by (7-11). A
standard computation gives

dE
— = | (u[®)t + oK) V; da (20)
dt — J,

where 0 = oy, is the surface energy on the pg-component of I. Introducing J = u—v, the dissipation
of energy is therefore

- [ (7= wlwol* /190]* ) ow/om]* o (21)
= / Vv -VJ+ JAvdr — /w[aw/an]ir dx (22)

R4 I
= [ V(u—J)-VJ+JAu— |Vw|®dz (23)

Rd
- _/ IVJ)? + [Vw|? da. (24)
R

(25)

Here the first line uses (9), the second line uses the second equality in (11), and Green’s identity is
used throughout.



2 Lamellar multilayered equilibria

We begin by considering the simplest morphology, one dimensional states composed of alternating
blocks of the form S|A|B|...|A|S or S|A|B...|B|S. The existence of these types of steady states
and their stability was studied in a somewhat more general model in [20]. The present model is a
limiting case (essentially for small v,) of that formulation.

One dimensional equilibria can also be regarded as multidimensional equilibria. Here the lin-
earized growth rates associated with longitudinal perturbations are computed. We find that for suf-
ficiently large surface energies, multilayered configurations are stable for all longitudinal wavenum-
bers.

2.1 Equilibrium in one dimension

For the system domain z € R, the field equations (7,8) can be integrated explicitly to give a unique
solution with interfaces at xg,z1, ..., 2y, where subintervals (x;,x;11) represent domains Q4 and
Qp for j even or odd, respectively. This solution can be written in a compact manner by defining
the domain widths (or half widths) by

lole—l"o, lN_lsz—xN_H, lj:($j+1—xj)/2, 1§j§N—2, (26)

where it is found that

Af2—4f42

=7 J even

lj= \/@ i odd (27)
By setting
To =0, IN-1=2ZN, Tj=(Tjp1+m5)/2, 1<j<N-2 (28)
the field variables are found to be w = 1 and
v = vp(x) = {?ff x —_j;in _11_—};f7 zj <z < Tjp j even, (20)
S-(r — 257 + 5 @< <wjyr jodd

Before proceeding to discuss stability in multiple dimensions, we make a few comments about
the one dimensional stability of this equilibrium. By virtue of the conservation and dissipation
properties, our equilibrium may be regarded as a critical point of the energy E = E,(xo,21,...,TN)
subject to the constraint (16). This problem was considered by Ren and Wei [24] as the I-limit
problem of the two phase diblock copolymer energy. It was shown that all N-layer one dimensional
equilibria are in fact local energy minimizers. In our situation, this means that stability with respect
to longitudinal perturbations is expected.

2.2 Dynamics of long wavelength disturbances

To investigate the evolution of weakly bent lamellar multilayers, the transverse variable is scaled
Y = /2y, and a timescale ¢’ = et is used. The interfaces of the multilayered structure are regarded
as graphs « = n;(y/,t"). The free boundary problem in the new coordinates is (after dropping



primes)

30

€Vyy + Vgz = Pp,  €Wyy + Wae = 0,

v [Po]; + w [Yol; = eo; (ﬁjy/\/ 1+ en?y)y,

[w]; = 0= [v];,
enje/\/1+ 677]y —[vz + evynjylj/[Polj = —[we + evynyyl;/[Pol;-

Here o is the surface energy associated with the j-th interface, [|; is the jump (oriented in the
positive x direction) across the j-th interface.

The quantities v, w,n; are expanded in powers of €. The leading order solutions are simply
those corresponding to the equilibrium multilayer with vy given by (29), wg = 1 and njo = z;. The
next order gives

31

(30)
(31)
(32)
(33)

33

Vige = 0 = Wigz, @ 7& Zj (34)
(vl(ﬂ?j) + UOx(xj)Ujl) [©o]; + wi(z;) [Yol; =0, (35)
[wn]; =0, (36)
[viz]; + nj1[Vowa]; = 0 = [wia]. (37)

It follows wy is continuously differentiable and therefore w; = 0. It is then easy to check that an
explicit solution to (34-37) is v1 = —nuo,, where n;; = n(y,t) are the same for all j.
The system for order €2 is

V2zx = —MNyyVox, W2zx = 0, = 7& Zj
1

5 V0ra()n° ) [@0]; + wa(2;) [Wol, = 051y,

(02(%’) +v0s(2)1j2 = 5

[w2]; =0,
n = —<[02x]j + [UOgm]jnﬂ)/ [@olj = —[w2]/ [Pol;.-

Solvability is obtained by multiplying the equation for vs by vg,, integrating this by parts on each
subinterval, and summing the results. This leads to

N

1
Tyy /R vhedr = —vos () [Vaz]j + 01y — wa(;) (Vo] + 3 [®5] ;7% — voa(25)[vozaljmjz  (42)
§=0
N
= Z Yoz e — wa(z;) [‘I’O] + My, (43)
§=0
where the fact Z;‘V:o [<I>(2)]j = 0 was used. The solution wo, = —mnV¥g can be obtained from

integrating way, = 0 and using condition (41). Then one calculates

N
(i) Bl = = | @ (44)

and

N N
ZW( Z/ waWo) da:—nt/\llg dz. (45)
R R

J=0 J=0

J



Then (42) is nothing more than the diffusion equation

N
Iy = Dny,, I= / O} + Vgde, D= o —/vgx dz. (46)
R - R
7=0

The threshold for long wavelength instabilities is D = 0, which represents a plane in caop-c4s5-0Bg
parameter space (see figures 3 and 4).

2.3 The linearized free boundary problem

To investigate finite wavelength instabilities, the complete linearization of the multidimensional free
boundary problem is formulated. The perturbed interfaces are described as graphs = x;+;(y, t)
where 7 is assumed small. The interface curvatures are approximated r; &~ §°%;/0y*, whose sign
implies that the + side of each interface in the boundary conditions corresponds to z > x;.

The field variables v and w are expanded v(z,y) = vo + ¥ and w(x,y) = wy + W, which solve

AT =0, Ad=0, (47)

and the boundary conditions (9,10) expand to give

L - . 0’
(V0w ()% + 0(x5,)) [P0l + (), y)[Po] T = ijrf (48)
[0]F =0=[a]*. (49)
The linearized interface velocity (11) for the j-th interface is obtained from expanding the
normal derivatives as Ov/On = vogq ()T + Ux(z;). Using the fact [vozs]; = —[Po];, this produces
Zjt + & = [0a]j/[®o];- (50)

2.4 Large solvent-polymer surface energies

In general, the linear system (47,48,50) admits only a partial analytical solution, and the complete
calculation requires numerical solution of an eigenvalue problem. The limit where 45,055 > oap
is somewhat more tractable, and is useful to illustrate the crossover between long wavelength
and small wavelength instabilities. In this case, the edge interfaces are essentially immobile so
Zo,Tn =~ 0, and only the interior AB-interfaces play a role in the instability.

Consider the case N = 2, where Zg2 ~ 0, and Z; = cos(ky). By virtue of (50), the perturbed
fields v, w are continuously differentiable across xg and xs, so that

kx

<0
0 = Acos(ky) {e . o ’ (51)

e x>0,

5 ek x <0,
w = B cos(ky) L (52)

e "z >0.

The conditions (48) and (50) give
—k*oap = —(A+vy(z1)) + B(1 - 2f), (53)
2Bk

=-2Ak—-1= . 4
A k Y (54)



This system yields the growth rate

2kr\/Af2 —4f+2—2 k:3—1
\ = f f+ OAB (55)

1+ (1—2f)2

A finite wavelength instability at wavenumber £* is incipient at the value oap = 0% pz. Setting
AE*) = N (k*) = 0 we find

3
Af2 —4f +2

*

i} 16
g = ﬁ(4f2—4f+2)3/2. (56)

This compares favorably with the vertical asymptotes of the curves in figure 3.
A similar calculation can be done in the case N = 3, where o3 ~ 0, and Z; 2 = cos(ky). With

x9 = —11 = \/4f%2 — 4f + 2, the field variables 0, % can be found as

kx
5= Acos(ky) 4, | > 2 (57)
e " cosh(kx)/ cosh(kx1) |z| < xa,
kx
w = B cos(ky) ¢ k: 2l > @2, (58)
e " cosh(kx)/ cosh(kx1) |z| < xo.
(59)
Conditions (48) and (50) yield
—kPoap = —Ae" —vgy(a1) + BeF (1 — 2f), (60)
2B
A = —2Ake"® (tanh(kzy) —1) — 1 = 1§f (61)

and elimination as before gives the growth rate

5= [tanh(kz1) — 1](capk® — k‘m (62)

14+ (1—-2f)2

The conditions for onset of a finite wavelength instability in this case lead to transcendental equa-
tions. For f = 1/2, for example, one finds £* = 0.81 and o7 5 = 0.55, which compares favorably to
figure 4.

2.5 Transverse instability for arbitrary wavenumbers

Exact solutions to the linearized free boundary problem (47,48,50) are now computed. For pertur-
bations which do not grow as |y| — oo, it is sufficient to consider modes of the form

ij = X;eMcos(ky), j=0,1,....,N (63)

where k& > 0. The solutions for @ an ¢ can be explicitly constructed as

v = (V5P cos(ky) + Ve cos(ky))eM (64)
b= (W} e cos(ky) + W, e " cos(ky))eM (65)
for each subregion z,,_1 < z < x,, where m =0,1,.., N + 1. In writing this, we define z_; = —o0

and x4 = +00. By virtue of the far field conditions, V- = 0 = W and V;,F_H =0= W]J\?H.

9



Inserting (63,64,65) into (48-49) gives linear relations for each j = 0,1,2,..., N of the form

(Virekei 4 Ve ) [@g]; + (W ek + W, e ) [T = — (aj/c2 + vogc(:cj)>Xj, m=jj+1

(66)
Vitehti 4 Vet = ViE M p Vi e (67)
W+ kx]—’—W e —kx; _W+1€kx +W+1€ $j7 (68)

where 0, [®¢];, [Po]; are the corresponding values at the unperturbed interfaces x = x;. Since one

of the relations (66-68) is redundant, it can be seen that (66-68) represent 4 + 4N equations for

the 4 + 4N unknowns iji and Wji. These can be written in matrix-vector notation as LC' = BX

where C = (V0+, WO+, oo Vs WJ;H)T, X = (Xo,X1,...,Xn), and L is square and invertible.
The linearized interface velocity (50) leads to

R(Veh = Vi e — Ve 4 Ve ) o] = (A\+ DX, j =01, N, (69)

which can be written in matrix form as MC = (A + 1)X. It follows that the linearized growth
rates formally satisfy the eigenvalue problem

ML 'BX = (A +1)X. (70)

This problem is solved numerically.

Using the lamellar equilibrium solutions in section (2), it is possible to compute the maximum
eigenvalue A4, as a function of wavenumber k and other system parameters. A typical result is
shown in figure 2. Significantly, stability of lamellar structures appears to be more likely for larger
surface energies.

The neutral stability curves in surface energy parameter space given by Apq. = 0 are plotted in
figure 3 for the case N = 2. These curves coincide with the long wavelength results (dotted lines)
when the surface energy oap is dominant. In the opposite case where the edge surface energies
dominate, our earlier predictions about instability are also corroborated. The modes of instabilities
can be further characterized using the eigenvectors associated with A4, which allow us to uncover
the amplitude at which each perturbed interface operates. The fastest growing modes are also
shown in figure 3, also in agreement with earlier analytic predictions.

The neutral stability curves with N = 3 are also is presented in figure 4. The results are
similar to the N = 2 case, with long wavelength instability dominant when oap > 045, and finite
wavelength instability dominant when oap < 04g.

The case of larger numbers of layers was also investigated. Figure 5 shows neutral stability
curves as a function of surface energy for the cases N = 2,3,4,5. Notice that instability is more
prevalent as the number of interfaces increases.

2.6 Nonlinear evolution

Here we briefly illustrate the evolution of the morphology in the case where a lamellar multilayer
is unstable. In principle, a weakly nonlinear analysis might capture certain aspects of this process.
On the other hand, we generally find that instabilities represent subcritical bifurcation points, and
the dynamics drives interfaces to a complex shape unobtainable by a perturbative analysis.

To approximate the free boundary evolution, we use the continuum equations (4-5). The po-
tential employed has the form

W = A¢4(1 — @4)° + Bop(1 — @p)° + Cog(1 — ®s)°, (71)

10
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Figure 2: Maximum growth rates as a function of wavenumber k for various volume fractions
(N = 2). The surface energies are o453 = 045 = ops = 1 for the lower three curves, whereas they
are all equal to 0.25 in the upper set of curves.
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Figure 3: Neutral stability curves for the NV = 2 in the space of surface energy parameters. The
dotted line represents the neutral stability curve for long wavelength modes. Unstable modes are
to the left of the curve and stable modes are to the right.
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Figure 4: Neutral stability curves for the N = 3 case. The dotted line represents the neutral
stability curve for long wavelength modes. Unstable modes are to the left of the curve and stable
modes are to the right.
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Figure 5: Neutral stability curves for various N-layered solutions. In all cases the volume fraction
was f = 0.5.
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Figure 6: Evolution of an unstable multilayer (N = 2) with surface energies just below threshold.
The final state (right) appears to be a stable equilibrium.

where the phase volume fractions are related to ® and ¥ by (1). By explicitly computing the
heteroclinic orbits that define the diffuse interface (see the appendix), we find that A = 184 = B
and C' = 65.6 give roughly oap = 049 = ops = 1, for example.

Figure 6 shows the evolution of a barely unstable multilayer (N = 2,f = 0.5). To accomplish
this, the potential was scaled so that all surface energies are 0.65, and a perturbed initial condition
was provided by first computing a one dimensional equilibria. The computation was done on a
10242 grid using periodic boundary conditions. Other details of the numerical method are in [25].

Notably, the mode of instability is as predicted, with the outer interfaces much less mobile than
the middle interface. As the magnitude of this mode grows, however, the periodic symmetry in the
longitudinal direction is broken. This results in a straightening of the layered configuration over
most of its length, and an undulation of interfaces at a single location. This process appears to
equilibrate, creating a novel equilibrium structure.

3 Concentric equilibria

We now consider multilayered equilibria with radial symmetry in two and three dimensions. There
are two qualitative cases to consider: micelles, which only have solvent on the exterior and vesicles
which have a solvent core. In the former case, we suppose that the A-monomer domains are of the
form r; < r < rj;1 where rg = 0 and j is even. The B-monomer domains are therefore of the form
rj < r < rjy1 with j odd, and the solvent domain is » > rn. The vesicle case is similar except
ro > 0 and the solvent domain includes r < rg.

In arbitrary dimension d > 2, the free boundary problem for concentric equilibria is

0 r <To,
Av=q1—f r;<r<rjy, Jeven, (72)
—f rj <r<rjy1, Jjodd,

v(rj) = —(d—1)oap/rj+1-2f, 0<j<N,jeven, (73)
! (d—1)oap/rj+1—-2f, 0<j<N jodd,
o(rn) = (=(d—1)ops/rn+1—f)/(f), N even, (74)
(=(d=1oas/rn + [)/(f =1), N odd,
[UT]T‘]' =0, 0<j<N, 'Ur(0> =0= 'UT(TN)' (75)

13



For the vesicle case, the innermost interface has the boundary condition

v(ro) = ((d = L)oas/ro+ f)/(f = 1). (76)

The solution procedure we employ is hybrid analytical /numerical shooting method, which yields
a function S(r) whose zeros correspond to equilibrium values of r; for the micelle case or ro for
the vesicle case. The solution to (72) together with (75a) is determined analytically layer by layer.
The other boundary conditions are algebraically intractable and require numerical solution.

3.1 Micelles
For 0 < r < r1, equation (72) admits the solution
1-f

v(r) = 57

Provided 71 is known, this completely determines the solution for » < r1 and provides boundary
conditions at 7 for the domain r; < r < ry. Proceeding inductively, v(r) is determined on each
interval r; <r < rj;q for j <N — 1, yielding

(r* —r2) +oap/r1 + 1 —2f. (77)

o(r) = {55(7“2 —73) +¢jG(r,rj) + (d = V)oap/rj +1-2f,  jodd 78)

%(TQ - 7}2) +¢;G(r,rj) — (d—1)oap/rj +1—2f, jeven

where G(r,71) = In(r/r1) for dimension d = 2 and G(r,r;) = 1/r; —1/r for d = 3. Using the
condition (75) one has ¢; = r{/d and in general cj41 = c; — (—1)jr§l/d.

The sequence of radii 79,73, ... can be found recursively by using the boundary conditions (74),
noting that r;,1 = p is a solution to

—(d—1)oap/p+1—-2f, jodd

(d—1)oap/p+1—2f,  jeven. (79)

v(p) = R(p) = {
Analytic solutions of (79) are either impossible or too cumbersome to be of value. On the other
hand, it is possible to show that there is a unique solution with p > r;, roughly as a result of
monotonicity of each side of (79). When j is odd, for example, v(r;) > 1 — 2f and v(p) is either
decreasing to —oo for p > r; or has a single local maximum 7,4, > r; such that v(p) will be
decreasing to —oo for p > rpqe. For the right hand side of (79), R(r;) = 1 — 2f and R(p) is
increasing as a function of p. A similar argument applies for j even. In practice, r;j4; is found
numerically by simple bisection.
For the domain where > rx_1, the outermost radius ry is found by invoking the last condition
in (75), v.(ry) = 0, which leads to

(%5)", N oda
'N = den_1\ 1/d (80)
<T) , N even.

At this point, we have constructed a function v(r; r1) so as to satisfy (72-75) except for the Dirichlet
boundary condition at 7. Moreover, induction on j shows that both v(r;r1) and the radii r;(r)
are smooth functions of r1. It follows that equilibrium solutions correspond to zeros of the smooth
function

(81)

S(r) = {U(TN;TI) —(=(d=1oas/rn+ f)/(f —1), N odd,
v(rnir) — (=(d—=1ops/ry +1—f)/f, N even.
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Figure 7: Equilibrium radii r; versus the surface energy parameter cap = 045 = opg, showing a
fold bifurcation. The dimension is d = 2 in all cases; results for three dimensions look similar.

Numerical solutions using the procedure are shown in figure 7. In general, micelle equilibria only
exist when surface energies are small enough. Two branches of solutions are observed, terminating
in a fold bifurcation as one (or more) of the surface energy parameters is increased. Existence of
these type of equilibria appear to be more likely as either the number of layers or the A-monomer
volume fraction is increased.

3.2 Vesicles

The procedure outlined above can be modified in the situation where solvent occupies the innermost
domain. In this case, for 7o < r < ry equation (72) admits the solution

o(r) = L (2 )+ aGlr ) + (4 Dows + £)/(f 1) (52)

where ¢; = (f — 1)rd/d by virtue of v,(rg) = 0. The remainder of the construction for v(r) and r;,
j=1,2,3,..., N is given above. Note this means that v(r;r¢) and ry are smooth functions of ry,
and so is the function S(r(), whose zeros in this case correspond to vesicle-type equilibria.

In contrast to the micelle case, S(rp) may have zero, one or two roots. The behavior of radii
as a function of the surface energy parameter o4p is shown in figure 8. When all surface energies
are set equal, we find that there in only one branch of solutions, terminating at infinite radius. In
contrast, when the edge surface energy o4g is small, there may be two branches connected by a
fold bifurcation.
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y: y:

Figure 8: Equilibrium radii 7 versus the surface energy parameter oap (d = 2 in all cases).
Left: when all surface energies are equal, there is only one branch of solutions. Right: When
o4s = 0ap/20 (N = 3), there may be two solution branches.

3.3 Large radii vesicles

Vesicle configurations whose interfaces have large radii may be regarded as weakly curved lamellar
multilayers. For this reason, a perturbation expansion of (72-75) using the small parameter e = 1/rg
is useful. This is done by expanding v(r) = vo(r) + evi(r) + ... and r; = ro + 7jo + €rj1 + ...,
where it is supposed that rjo = O(1). The surface tension values o; at each interface operate as
bifurcation parameters, and they are expanded o; = 0o+ 0(1). The values of ;9 where the vesicle
solution bifurcates from the straight lamellar one will be determined.

The leading order solution is the equilibrium multilayer with vy given by (29), and r¢; = x; are
just the lamellar multilayer interface locations. The next order system is

v = (1 —d)v), (83)
v1(ro + 7j0) + vo(ro + 7j0)rj1 = (1 — d)a;/[®ol;, (84)
[vi]; + [woljr1; = 0, (85)

where as before []; is the jump across the j-th interface. Solvability is obtained as in the discussion
in section (2.2), by multiplying equation (83) by v, integrating this by parts on each subinterval,
and summing. The result is

N
(oap,045,0p5) = 11" = / vidr, =Y o, (86)
R .
7=0

which describes a codimension one surface in (0 4p, 045, 0pg)-parameter space. Comparing to (46),
it follows that the threshold for long wavelength instability of the lamellar multilayer is precisely
where large radii vesicles bifurcate.

Numerical evidence indicates a crossover from a supercritical situation, where a unique branch
of vesicle solutions exist only when IT < IT* as in figure 8(left), to a subcritical one where two
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Figure 9: A phase diagram for vesicle equilibria as a function of 045 and the sum of the other
two surface energies (d = 2 and f = 1/2). The dotted (blue) line indicates the infinite-radius
bifurcation surface given by (86). The solid lines delineate the upper bound on surface energy for
vesicle solutions to exist. When oap > o045 + opg, the bifurcation is supercritical and there is
only one solution branch. On the other hand, when o4p <« 045 + opg, there may be two solution
branches which exist above the infinite-radius bifurcation surface.

solution branches exist for II > II*. A phase diagram showing this crossover is given in figure 9,
showing regions in parameter space defined by the number of branches.

3.4 Stability of concentric equilibria

The stability of concentric equilibria is now considered, including both the possibility of radial and
azimuthal perturbations. The formulation of the linearized problem is described for vesicles; the
case of micelles is nearly identical.

For the two dimensional situation, the j-th deformed interface is described as a graph r = r(0)
where r(8) = r; + 7;(6,t) and 7; is assumed small. As in the lamellar case, the field variables are
also perturbed as v(r, ) = vo + 0 and w(r, #) = wo + W, where A = 0 and Aw = 0. The linearized
boundary condition (9) is

fj + Tjoo

(vor (r)7j + 8(rj, 0)) [Pl + @(r;, 0)[Wo]j = 0j=—5+= (87)
J
and the linearized interface velocity (11) is
Tit + 75 = [0r]3/[®olj- (88)
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It suffices to consider interface perturbations which are circular harmonics, leading to

rj= Rje)‘t cos(nf), j=0,1,...,N (89)
o = (V1" cos(nf) + V7" cos(nh)) e (90)
W = (W,Er™ cos(nf) + W,,r ™" cos(nf))e (91)

for each subregion r,,—1 < r < r,, where m = 0,1,.., N + 1. Similar to the lamellar case, we
define r_; = 0 and ryy41 = +o00, which forces the field coefficients to be V= = W; = 0 and
VA}L 1= W;\G +1 = 0. In the case of radial perturbations where n = 0, The last two expressions (90)
and (91) are replaced by

v

(Vih + Vi G(r))e (92)
(W,Z + W‘G(r))e”, (93)

m

w

where G is the Green’s function, and Vi, ; = Wy = 0 instead.
Using (89 - 91) in (87) and (88) produces linear relations

- n - 1—n? .
(Virr? + Vi ™)@l + (Word + Wori ™) [Wol; = (Uj R UOr(Tj)[‘I’o]j>Rj m=j,j+1
J

(94)
(Vi = Vi) - v et ] = A+ 1Ry, j=0,1,.., N (95)
Equations (94) and the continuity of w
+.1n —N _ 7+ n - .-n
Wiirld + Wor ™ = Wiy + Wi (96)

form a a linear system of 4(N + 1) equations and 4(/N + 1) unknowns. The remainder of the
formulation is identical to the lamellar case, producing an eigenvalue problem of the form (70).
The three dimensional case has perturbations which are graphs

r=rj+ fj(@, qb,t), (97)

where 6 and ¢ are the azimuthal variables in spherical coordinates. In this case, it is sufficient to
take interface deformations which are spherical harmonics Y;*(6, ¢) leading to expressions

Fj = R;eMY™(6,¢), j=0,1,...,N (98)
o= (Vir'Y™(0,¢) + Vo r Y™ (9, ¢))e (99)
W = (Wr'Y™(0, ) + Wor Y™ (0, ¢))e (100)

Using the above expressions produces the linearized curvature boundary conditions and linearized
normal velocity

o o I(l+1 ..
(Vorrh + Viery D)@l 4+ (Wit 4 Wiry D) [wg] = —<Uj7( 2 )+ UOr(Tj)[‘I’ob>Rj m=j,j+1
j
(101)
(VD = Vi (4 )0 = V) 4 v 1)) /@] = (A + DR, j=0,1,..., N,
(102)

The remainder of the formulation is the same as the case of two dimensions.
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Figure 10: Two dimensional micelle neutral stability curves where N = 2 (top) and N = 3 (bottom).
The figures to the left are for the small radii branch, and the figures to the right are the large radii
branch of equilibria. The (blue) dotted lines represent the fold bifurcation, above which micelles
will not exist. From bottom to top they correspond to f = 0.5,0.6, 0.7, respectively.

The eigenvalue problems described above were solved numerically for a variety of parameters.
Figure (10) shows neutral stability curves (black) for both small (left) and large (right) micelles in
surface energy parameter space, where N = 2,3. In the case N = 2, 045 = ops. The dotted (blue)
curves indicate the upper bound for existence, corresponding to the fold bifurcation in figure 7.
Figure (11) shows the same type of plot for the three dimensional case. The region for instability of
small micelles with N = 2 is inside the narrow oval regions. This suggests that two-layer micelles
enjoy considerable stability and might be commonly observed structures, consistent with numerical
simulations of the continuum equations [3].

In figure 12, the neutral stability curves for vesicle equilibria are shown, where d = 2 and
N = 2,3, together with the existence threshold (dotted). The situation in three dimensions is
qualitatively similar. In light of the results of section 3.3, it appears that modestly curved vesicles
are stable, but instabilities appear as the curvature increases.
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Figure 12: Vesicle neutral instability curves in terms of the interface surface energy using f=1/2
for N=2 and N=3. Unstable modes to the left of the curves and stable modes to the right of the
curve. The dotted lines represent the upper existence bound on o4p, corresponding to either the
infinite radius or fold bifurcations in figures 8.

4 Discussion and conclusions

In this paper, many of the basic morphologies expected in copolymer-solvent mixtures have been
explored. Translational or radial symmetry allowed for detailed calculations of bifurcation and
stability. Broadly speaking, there are a variety of possible stable structures, but these exist over
limited parameter ranges. Instabilities give rise to many questions of dynamical development which
potentially leads toward more exotic equilibria which have not been considered here.

The stability of lamellar structures runs parallel to studies of two phase copolymer mixtures
[26, 27]. Placing our results back into a dimensional frame, the similarities are apparent. One
common theme is that stability is moderated by competition between surface energy and the effect
of polymer stretching modeled by the nonlocal term in the energy functional. The former effect
resists bending of lamellar layers, whereas the latter promotes it.

Stability of two- and three layer lamellar multilayers was considered by van Gennip and Peletier
[19]. They work in a variational setting, using an energy which is essentially the energy defined in
(18) and (19). They find that the two-layer solution is always unstable with respect to arbitrary
wavelength perturbations. At first this appears to be at odds with our findings. The difference is
that [19] considers only stability of the configuration of optimal width, which they define to be the
one with least energy to mass ratio. In terms of our dimensionless formulation, this would have
the effect of restricting the set of parameters over which stability is computed. We have verified by
numerical simulation of (4-5) that there are situations where the two layer solution is stable.

There are also connections between our results for concentric micelle-type equilibria and those
for the pure diblock case studied by Ren and Wei [16]. Viewing micelle equilibria as critical
points of the energy constrained by fixed polymer region volume, the resulting equilibrium free
boundary problem is exactly that studied in [16]. The results in [16] indicate that the strength of
the interaction parameter (here o) must be sufficiently large for existence of equilibria. Placing
this in our nondimensional formulation, this means that o 4p surface energy must be small, which
is qualitatively consistent with our findings.
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Our findings appear to translate back to the density functional model. We have checked our sta-
bility results for both lamellar and concentric states, and find they generally agree with simulations
of (4-5), even in circumstances where the interface thickness is not particularly small. Instabilities
appear to give rise to more exotic structures, such as those reported in numerical simulations and
experiments [21, 22]. In this respect, our results should clarify the parameter regimes where radially
symmetric equilibria should or should not be observed.

The study presented here dealt specifically with contiguous equilibrium structures in isolation.
In greater generality, there may be competition among many of these, akin to Ostwald ripening of
dilute phase separated mixtures. The interaction takes the form of mass exchange between isolated
aggregates, driven by gradients of the chemical potential v. This raises the possibility of instabilities
when placed in an environment which produces an ambient chemical potential at infinity different
than that imposed by the far field boundary condition (13). Here, this possibility was specifically
excluded by preventing mass flux from the far field using (14).

There are many other morphological classes which have not been studied here, including double-
and multiple- bubble shapes [28, 29]. In addition, there are many dynamic features left unresolved,
including nonlinear effects and the evolution of weakly curved lamellar configurations (e.g. [30, 31]).
The present study provides a first step to exploring the wide variety of phenomenon in copolymer-
solvent systems.

Appendix: some remarks on the sharp-interface limit

Here we recall some of the standard issues needed to derive the singular limit of the equations (4-5)
using matched asymptotic expansions. Much of this analysis is well documented throughout the
literature [13, 14, 23], so our purpose here is to point out the unique aspects of our problem.

Away from interfaces, the quantities ®,W, u and v are expanded in powers of € as & = &y +
ePy + ... etc. The leading order solutions give Aug = 0 = Arvgp, which when matched to the inner
layer will give p9p = vy = 0. This implies that Wg (g, Ug) = 0 = Wy (Pg, ¥p), which means that
(P, ¥g) represents one of the three minima of W. The next order reads Au; = a®y and Av; = 0.
After rescaling, this permits the identification of p; with v and vy with w in the free boundary
problem.

The solution near the interfaces (inner expansion) uses a standard fitted coordinate system
(p,s) with p = ¢, chosen so that r is the signed distance to the interface and s is the transverse
coordinate (or coordinates). Expanding as before, the leading order inner problem is

po = —Popp + Wa (Po, ¥o),
vy = —Vo,, + Wy (g, ¥o).

along with po,, = 0 = vg,,. The latter implies after matching that po and 1 are constants, which
can be shown to be zero by integration of these equations (assuming the potential W has wells
of equal depth). The interface profiles represent heteroclinic orbits of this system which connect
minima of W. The next order in the expansion gives a linear system

—®1,, + Waa (2, TS + Way (@O, 0O = iy + 1Dy,
~Wy,, + Wao (@@, U0)0M 1 Wyy (@@ wO)ypM) = 4 4 ko,

which has a solvability condition (e.g. [23])

p1 [®o)t + 1 [Tl = =KX,
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where the surface energy is given by the integral

oo
¥ = / (®o; + Vo )dp.
— 00

This quantity can also be characterized using the I'-convergence results of Baldo [32], which does
not rely on knowing the interface profiles explicitly. Expansion of the equations for p and v at
order €2 lead to the interface velocity conditions as in the classical Cahn-Hilliard setting [13].

Because the domain under which (4-5) is considered is unbounded, this leads to a situation
where the free boundary problem obtained above is potentially incompatible with the given far
field boundary conditions. This can be seen directly, for example, in the one dimensional case. In
the solvent region, g, = 0, which cannot be solved when imposing both a nonzero value for y on
an edge interface and p(+o0) = 0.

The resolution to this apparent paradox is to introduce a “diffusion” layer into the expansion,
which uses the stretched coordinate X = €!/?z, valid where X = O(1). Taking W ~ (@2 + U?)
for simplicity, the equations in the new coordinates are

(I)t =Ad - O[q), \I’t = A\IJ, (103)

where ® = ®(X,t) and ¥ = ¥(X,¢) (note € has vanished entirely). These diffusion equations
are supplemented with the corresponding far field boundary conditions and a boundary condition
given by matching to the solution where X = O(e!/?). Notice this means that in equilibrium for
|| >> 1, p ~ ® solves a Helmholtz equation AP = a®, which admits exponentially decaying
solutions as x — oo. It is therefore possible to have a nonzero interface value for y and yet have
decay at infinity.

Our analysis of the free boundary problem is limited to either equilibrium where v = v, or
to localized perturbations where the dynamics in the stretched region are not important. In this
case, it is sufficient to impose conditions (14) which prevent the flux of either ® or ¥ to and from
infinity, which would of course be introduced by a nonzero diffusion layer.
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