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Let X and Y be jointly continuous random variables with joint probability density function
(PDF) fyy(x,y). The conditional cumulative distribution function (CDF) is

FXlY(X|.y) = PX<x|y=y) = f leY(X|y)dX (D
where fyy(x]y) = fxy(x,¥)/fy(y) is the conditional PDF of X givenY = y.

Fact 1. As discussed in class, one can express the (unconditional) CDF of X by conditioning
onY =y:

Fxy(x) = P(X<x) = foo PX<x|Y =y) fy(y) dy. (2)

One way to see this is to start with -
fx(x)= Joo S Cxly) fr(y) dy. (3)

Integrating both sides from —oo to x gi\;e:

Fy(x) = Jr_; fx(W) du (4a)
= Jr_; f: fxy(uly) fy(y) dy du (4b)
= f_: J_; fxy(uly) fy(y) dudy (40)
= Jr_: fr(y) (J_; fxr(uly) du) dy (4d)
= Jr_: fr(WFxy (xly) dy. (4e)

(From (a) to (b) I just changed the order of integration. From (b) to (c), we can pull the
marginal PDF f,(y) out from the integral because it does not depend on x. From (c) to (d) we
use the fact that the expression inside the parentheses is the conditional PDE)
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Fact 2. The independence of X and Y means fyy(x|y) = fx(x). Integrating from —oo to x

gives us
FX|Y(X|}’) = J leY(u|y) du
f fx(u) du
= Fx(x)
So

P(X <x|Y =y)=P(X <x)

for all possible values of x and y if (and only if) X and Y are independent.

(5a)

(5b)

(50)

(6)

Suppose now X and Y are jointly continuous and independent. Then Fact 1 (Equation [2))

gives us

Fy(z)=P(X +Y <z)

=J PX+Y <z|Y = y)fy(y) dy

—0Q

_ f PIX +y <zlY = ) (y) dy

—0Q

_ f P(X <z—yIY = y)fy(y) dy.

—00

(7a)

(7b)

(70)

(7d)

Note that from line (b) to (c), we use the fact that we conditioned on Y = y. Applying Fact 2

(Equation [6]) then gives us

FZ(Z):f PX<z—y)fy(y)dy.

—0Q0

Finally, differentiating both sides with respect to z gives
f2(z) = F 7(2)

=d—f PX <z—y)fy(y)dy
z —00

dz

—0Q0

=J 9 px <z— ) () dy

:f fxGz=y)fy(y)dy.

So -
f2(2) = f fxGE=y)fy(y) dy.
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