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This listing provides updates and known errata from the first printing (2015) of *Statistical Data Analytics: Foundations for Data Mining, Informatics, and Knowledge Discovery* (John Wiley & Sons, Ltd). See the Web Site at

http://www.math.arizona.edu/~piegorsch/wiley/sda/sda.html

to find the most up-to-date list. Thanks are due the many readers who have brought these updates to my attention.

Walter W. Piegorsch
Tucson, Arizona
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Data Analytics and Data Mining

Updates and Errata

• (p. 4, Figure 1) The debate over the DIKW pyramid and how well it represents the Knowledge/Wisdom Hierarchy and the processes of information systems is nontrivial. For example, as implied in the main text Rowley (2007) gives a perspective supporting the pyramid as a representational tool and also provides useful historical context. By contrast, Fricke (2009) questions the stability of the hierarchy and its underlying methodology. Readers are encouraged to peruse these articles, and more recent works that cite them, to gain a broader understanding of what the DIKW pyramid can mean in theory and in practice.
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Basic Probability and Statistical Distributions

Updates and Errata

• No current entries for this chapter.
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Data Manipulation

Updates and Errata

• (p. 61, Example 3.4.1) The subjects were participating in a “weight reduction/maintenance program”.
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Data Visualization and Statistical Graphics

Updates and Errata

• (p. 76, initial paragraph) Gelman and Unwin take the quote a step further.

• (p. 88, first paragraph) The last sentence of the first paragraph should read as follows: Verzani (2005, Fig. 3.4) gives an instructive graphic.

• (p. 89, Sec. 4.2) The two random samples are:
  $X_i \sim \text{i.i.d. } f_X(x), \; i = 1, \ldots, n,$ independent of
  $Y_j \sim \text{i.i.d. } f_Y(y), \; j = 1, \ldots, m,$ where $f_X(x)$ and $f_Y(y)$ are the two samples’ p.d.f.s.
5
Statistical Inference

Updates and Errata

• (p. 129, middle) The sentence beginning with “From (5.24), . . .” should read as follows:
  From (5.24), the limits are then $-0.1538 \pm (1.6561)\sqrt{2.1734} = -0.1538 \pm 2.4415$.

• (p. 138, middle) Item (3) under the bootstrap generating algorithm should read as follows:
  Repeat steps (1) and (2) a large number, $B$, of times. Babu and Singh (1983) give theoretical arguments for $B = n(\log n)^2$, although if $n < 60$ a common recommendation is to set at least $B = 2000$ for building confidence intervals.
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Techniques for Supervised Learning: Simple Linear Regression

Updates and Errata

• No current entries for this chapter.
Techniques for Supervised Learning: Multiple Linear Regression

Updates and Errata

• (p. 201, top) To be clear, the mean square error term in the estimated covariance matrix will involve the weights as well: \( \text{MSE} = \sum_{i=1}^{n} w_i e_i^2 / (n - p - 1) \), where the \( e_i \) values are the residuals from the WLS fit.

• (p. 213, top) The \( R \) function \( I() \) should be referred to as the 'Inhibit Interpretation' function.

• (p. 224, top) The modern term for loess is named after the "silt-like deposits" formed along river banks.

• (p. 247, middle) Regarding use of Equation (7.43): reject \( H_{i_1, j} \) when \( P_{i_1, j} \) in (7.43) drops below \( \alpha = 0.10 \).
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Supervised Learning: Generalized Linear Models

Updates and Errata

- (p. 259) The last sentence immediately preceding Sec. 8.1.2 should read as follows:
  As seen there, because the uniform distribution’s support space depends upon unknown parameter(s) it cannot be included in the exponential family.

- (p. 260) The log-likelihood equation (8.3) should read as follows:
  \[
  \ell(\beta) = \sum_{i=1}^{n} \left\{ \frac{Y_i \theta_i(\beta) - b(\theta_i(\beta))}{a(\phi)} + c(Y_i, \phi) \right\}, 
  \]
  (8.1)

- (p. 260) The estimating equations displayed in the middle of the page should read as follows:
  \[
  \sum_{i=1}^{n} x_{ij} h'(\eta_i) a(\phi) V(\mu_i) (Y_i - \mu_i) = 0 \quad \text{for} \quad j = 0, \ldots, p
  \]

- (pp. 270–271) The last sentence on p. 270 that continues on p. 271 should read as follows:
  Like the Lasso, regularization again produces a form of regression with a built-in variable selector.

- (p. 280, Table 8.6) The caption for Table 8.6 should read as follows:
  A 2 × 2 contingency table for association between \textit{Alternaria alternata} allergic response and asthma status in six-year-old children.

- (p. 285, Exercise 8.6a) This portion of Exercise 8.6 should read as follows:
  Under the logit link, verify that adding quadratic terms in \( x_1 \) and \( x_2 \) to the linear predictor will provide no significant improvement in the model fit. Operate at a false positive rate of 5%.
Supervised Learning: Classification

Updates and Errata

- (p. 298, Figure 9.2) Notice that \textit{pROC} plots the specificity along the horizontal axis from 1.0 to 0.0.

- (p. 334) Exercise 9.3(d). From the fitted logistic model, estimate the probability that a new patient will be classified with a positive tumor outcome if he presents the following predictor values: $x_1 = 100$, $x_2 = 300$, $x_3 = 50$. Also include a 95% confidence interval for this value.
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Techniques for Unsupervised Learning: Dimension Reduction

Updates and Errata

• No current entries for this chapter.
Updates and Errata

• (p. 375, Table 11.1) The Displacements (in cu. in.) for the final two automobiles should read as follows:

<table>
<thead>
<tr>
<th>Make &amp; Model</th>
<th>Displacement (cu. in.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buick Skylark</td>
<td>350</td>
</tr>
<tr>
<td>Ford Torino</td>
<td>302</td>
</tr>
</tbody>
</table>

All calculations and plots using these data employ the correct values listed above.

• (p. 376, top) The last sentence of the top paragraph should read as follows:
For example, one might compute the sample correlation between \( z_i \) and \( z_h \), averaging across the \( p \) variables; see Hastie et al. (2009, §14.3.2).

• (p. 380, bottom) In the middle of the first paragraph of Example 11.1.3, the text should read as follows:
Clustering often focuses on the \( n \) different genes that represent the observations, where the genes’ expression patterns are examined across \( p > 1 \) conditions such as different disease states, organ/tissue types, ecological species, etc. Alternatively, \( n \) individual subjects may be clustered using expression data from \( p \) different genes felt to represent presumptive genetic markers. For the latter case, Uhlmann et al. (2012) describe a study where \( n = 118 \) colorectal cancer patients had their relative gene expression ratios sampled for \( p = 4 \) different genes that may possibly contribute to cancer progression: osteopontin (Opn), cyclooxygenase-2 (Cox-2), transforming growth factor \( \beta \) (Tgf-\( \beta \)), and matrix metalloproteinase-2 (Mmp-2).

• (p. 389, middle) The penultimate sentence of Example 11.1.4 should read as follows:
They can be used to service nearest-neighbor queries when, e.g. planning mass-transit circuits, separating water supplies from hazardous waste sites, locating mobile telephone towers, etc.
A

Appendix: Matrix Manipulation

Updates and Errata

• (p. 418, §A.6.4) The first sentence in §A.6.4 should read as follows:

A more general decomposition, of which the spectral decomposition in Section A.6.2 can be viewed as a special case, applies to any $n \times p$ matrix $X$. 
Appendix: Brief Introduction to R

Updates and Errata

• (p. 425) The first sentence of the paragraph preceding the sub-setting threshold illustration in the middle of the page should read as follows:

R’s object-oriented structure allows for creative use of the bracketed indexing feature to create subsetted objects; see http://cran.r-project.org/doc/manuals/R-intro.html#Index-vectors.
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